Advanced Topics in Applied Probability
- Introduction to Lattice Models

Exercises denoted by (%) are harder or use additional theory.

Exercises — Set 5

1. (Properties of random-cluster model) Let p € (0,1) and ¢ € (0,00). Show that, for the random-
cluster measure ¢ 4. on a finite graph G = (V, E), the following hold:

(a)

For each edge e € E and boundary condition b € {0,1}, we have

] — ¢p7q;G\e[w] ifb=0,
d’p,q;G[W |w(e) =0b] = {¢p,q;G.e[w] ifh=1,

where G \ e is the graph obtained from G by deleting the edge e and G.e is the graph obtained
from G by contracting the edge e.

(Positive/finite-energy property) For E' C E, write {u RSN v} for the event that u and v
are connected by an open path in E’. For each edge e = (u,v) € E, we have

p if WE\{e} € {U gA U}7
Op.gclw(e) =1|wp\(ey] = E\{e}
pra(i-p) M YE\{e} ¢ {u vt

where wp f¢y is the RCM configuration of the edges £\ {e}.

In particular, we have ¢, g.clw(e) = 1|wp fe}] € (0,1), that is, conditional on the values of w on
all edges in E'\ {e}, each of the two possible states of e occurs with a strictly positive probability.

(Domain Markov property) For E' C E, let G’ = (V', E’) be the induced subgraph with
V' ={ueV|3v eV st (uv) € E'}. For each w € {0,1}¥, let n(w) = {e € F|w(e) = 1} and
denote by k(w,G’) the number of clusters of (V,n(w)) that are contained in G’. Suppose X is a
random variable defined on E’ (i.e., measurable for Fg = o{w(e)|e € E'}). Then,

bp.q:clX | Ferel(§) = 615;,1;(;, (X7, for any ¢ € {0,1}7,
where
1 —wl(e w 4 :
B[] = = <H p* 91— p)! U) @) ifw(e) =¢le) foralle € E\ E', (1)
Zp,q;G’ ecE’
and gb; per [w] = 0 otherwise, and where

Zf;,q;G’ = Z ( H pw(e)(l p)lw(e)> qk(w,G’).

we{0,1}F: ecE’
w(e)=¢(e) VY eeE\E'



2. (FKG inequality) Let p € [0,1] and ¢ > 1. Show that, for the random-cluster measure ¢, ; = ép .
on a finite graph G = (V, E), the following holds:

Op.q:clANB] > ¢pg.clA] ¢p.g:c[B] if A and B are increasing events.

[Hint: for example, you may use Holley’s inequality from Exercise 5 with pu1 = ¢p ¢:¢ and p2[-] = ¢p ¢l | Bl
What goes wrong if ¢ < 17

3. (Wired percolation probability) Let p € [0,1] and ¢ > 1. Consider the random-cluster measures
¢119,q;Qn with wired boundary conditions on = {0, 1}E(Zd), each supported on Q,, := [-n,n|? N Z4
regarded as a graph (V,,, E,,), and defined via by taking £(e) = 1 for all e € E(Z%) and E' = E,,.
Let ¢ , = nan;o¢;)q;Qn (weak limit). Show that

0'(p.q) == ¢y, 410 <> oc] = JLII;OQS;’Q;QH [0+ 0°V,],

where 0°V,, := {v € V,, | Ju € Z4\ V, s.t. (u,v) € E(Z9)}.

4. (Comparison inequalities) Show that, for the random-cluster measure ¢, = ¢p 4 on a finite
graph G = (V, E), the following hold:

¢p’,q’ < ¢p,q if q/ > q, q/ > 1, P/ <p,

/
¢p’,q’ > ¢p,q if (]/ > q, (]/ > 1, P > P

¢(1—p) " q1-p)

[Hint: for example, you may again use Holley’s inequality from Exercise 5.]

5. (x) (Holley’s inequality) Let G = (V, E) be a finite graph and Q = {0, 1} .

(a) Let u be a positive probability measure on € (i.e., p[w] > 0 for all w € Q). Recall the notations
w® and w, from Exercise 3 of Set 4. Define the generator Q: 2 x Q@ — R

Q(we,w®) =1, QW we) == o foralw e Q, e€ F,

and Q(w,w’) = 0 for other w # ', and finally, choose Q(w,w) such that

Z Qw,w") =0, for all w € Q.
w’'eN

Show that @ generates an irreducible time-reversible (continuous-time) Markov chain on the state
space (), whose invariant measure is y.

(b) Let uy and ps be positive probability measures on 2. Assume that
palws] p[(wi)e] > pa[w] pal(wa)el, for any e € E and V wy,wy € Q such that wy < ws,. (2)
By defining a Markov chain (X,Y) similar to part (a) on S = {(wy,ws2) € 92 |w; < wo}, show that
w1 < o ie. p1[A] < palAl, for all increasing events A.

[Hint: Note that the stationary measure of X is 1 and the stationary measure of Y is p2 and that any stationary measure

of (X,Y) gives a monotone coupling. Recall Strassen’s theorem about monotone couplings and stochastic domination. ]

Remark. Usually in the literature, instead of the following FKG lattice condition is assumed:
Halwr V wa] prfwr Aws] > pfwi] pafws], for all wy,ws € Q,

where (w1 V wz)(e) := max{w(e),w2(e)} and (w1 Awsz)(e) := min{w; (e),wa(e)}.

Upon finding mistakes and/or typos, please contact me!



