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Abstract

As extensions to the corresponding results derived for time homogeneous McKean-
Vlasov SDEs, the exponential ergodicity is proved for time-periodic distribution dependent
SDEs in three different situations:

1) in the quadratic Wasserstein distance and relative entropy for the dissipative case;

2) in the Wasserstein distance induced by a cost function for the partially dissipative
case; and

3) in the weighted Wasserstein distance induced by a cost function and a Lyapunov
function for the fully non-dissipative case.

The main results are illustrated by time inhomogeneous granular media equations, and
are extended to reflecting McKean-Vlasov SDEs in a convex domain.

AMS subject Classification: 60B05, 60B10.
Keywords: Time-periodic McKean-Vlasov SDE, exponential ergodicity, relative entropy, Wasser-
stein distance.

1 Introduction

Recently, by using the log-Harnack and Talagrand inequalities, the exponential ergodicity in
relative entropy is proved in [8] for a class of McKean-Vlasov SDEs, which include as typical
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694405 “RicciBounds” and third author greatlly acknowledge support in part by NNSFC (11771326, 11831014,
11921001).
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examples the granular porous media equations investigated in [3, 5]. Next, by using coupling
methods, the exponential ergodicity in different probability metrics have been derived in [11] for
partially dissipative and non-dissipative models. Moreover, these types of exponential ergodicity
have been investigated in [12] for reflecting McKean-Vlasov SDEs. In this paper, we extend
these results to time-periodic (reflecting) McKean-Vlasov SDEs.

Let D ⊂ R
d be a convex domain. When D 6= R

d, it has a non-empty boundary ∂D. In this
case, for any x ∈ ∂D and r > 0, let

Nx,r :=
{

n ∈ R
d : |n| = 1, B(x− rn, r) ∩D = ∅

}

,

where B(x, r) := {y ∈ R
d : |x− y| < r}. We have

Nx := ∪r>0Nx,r 6= ∅, x ∈ ∂D, r > 0.

We call Nx the set of inward unit normal vectors of ∂D at point x. Since D is convex, Nx 6= ∅
for x ∈ ∂D and

CVXCVX (1.1) 〈x− y,n(x)〉 ≤ 0, y ∈ D̄, x ∈ ∂D,n(x) ∈ Nx.

Let P(D̄) be the space of all probability measures on the closure D̄ of D, equipped with the
weak topology. Consider the following reflecting McKean-Vlasov SDE on D̄ ⊂ R

d:

E1E1 (1.2) dXt = bt(Xt,LXt)dt+ σt(Xt,LXt)dWt + n(Xt)dlt, t ≥ 0,

where Wt is an m-dimensional Brownian motion on a complete filtration probability space
(Ω, {Ft}t≥0,P), LXt is the distribution of Xt, n(x) ∈ Nx for x ∈ ∂D, lt is an adapted increasing
process which increases only when Xt ∈ ∂D, and

b : [0,∞)× R
d × P(D̄) → R

d, σ : [0,∞)× R
d × P(D̄) → R

d ⊗ R
m

are measurable. When D = R
d we simply denote P = P(D̄). In this case, we have ∂D = ∅

so that lt = 0 and (1.2) reduces to

E01E01 (1.3) dXt = bt(Xt,LXt)dt+ σt(Xt,LXt)dWt, t ≥ 0.

The SDE (1.2) or (1.3) is called well-posed for distributions in a subspace P̂ ⊂ P(D̄), if

for any s ≥ 0 and any Fs-measurable variable Xs with LXs ∈ P̂, (1.2) has a unique solution

(Xt)t≥s with LX· ∈ C([s,∞); P̂), the space of continuous maps from [s,∞) to P̂ under the

weak topology. In this case, we denote P ∗
s,tµ = LXt for the solution with LXs = µ ∈ P̂. When

s = 0, we simply denote P ∗
t = P ∗

0,t.

In this paper, we investigate the exponential ergodicity of (1.2) and (1.3) with t0-periodic
coefficients for some t0 > 0 :

(bt+t0 , σt+t0) = (bt, σt), t ≥ 0,

such that the corresponding results derived in [8, 11, 12] are extended to time inhomogeneous

models. By the t0-periodicity and the well-posedness for distributions in P̂, we have

PP1PP1 (1.4) P ∗
s,tµ = P ∗

s+nt0,t+nt0
µ, t ≥ s ≥ 0, n ∈ N, µ ∈ P̂.
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In this case, a probability measure µ̄0 ∈ P̂ is called an invariant probability measure, if
P ∗
0,t0
µ̄0 = µ̄0. Combining this with (1.4), we see that the measures

µ̄s := P ∗
0,sµ̄0, s ∈ [0, t0]

satisfy

PP2PP2 (1.5) P ∗
s+mt0,s+(m+n)t0µ̄s = µ̄s, n,m ∈ Z+, s ∈ [0, t0].

Let W : P̂ × P̂ → [0,∞) with W(µ, ν) = 0 if and only if µ = ν. We call (1.2) exponential
ergodic in W, if there exist constants c, λ > 0 such that P ∗

t := P ∗
0,t satisfies

ECCECC (1.6) W(P ∗
s,s+nt0

µ, µ̄s) ≤ ce−λnW(µ, µ̄s), n ∈ N, µ ∈ P̂, s ∈ [0, t0].

By (1.4), this is equivalent to

W(P ∗
s+mt0,s+(m+n)t0

µ, µ̄s) ≤ ce−λnW(µ, µ̄s), n,m ∈ Z+, µ ∈ P̂, s ∈ [0, t0].

So, we will only consider (1.6).
The remainder of the paper is organized as follows. In Sections 2-4, we study the exponential

ergodicity for (1.3) without reflection, where Section 2 considers dissipative models for W being
the quadratic Wasserstein distance W2 or the relative entropy H, Section 3 concerns with
partially dissipative models with W = Wψ induced by a cost function ψ, and Section 4 deals
with fully non-dissipative models for W = Wψ,V induced by a cost function ψ and a Lyapunov
function V . Finally, these results are extended in Section 5 to the reflecting SDE (1.2) on a
convex domain D.

2 Exponential ergodicity in relative entropy and W2

Corresponding to [3, 5, 8] where the exponential ergodicity in entropy is investigated in the
time homogeneous case, we consider the exponential ergodicity in relative entropy for (1.3).
Recall that the relative entropy for probability measures µ1, µ2 ∈ P is given by

H(µ1|µ2) :=

{

µ2(ρ log ρ), if ρ = dµ1
dµ2
,

∞, otherwise.

For the symmetric diffusion process generated by L := ∆+∇V on R
d with µ̄(dx) := eV (x)dx ∈

P, the exponential ergodicity in H with rate λ > 0 is equivalent to the log-Sobolev inequality

µ̄(f 2 log f 2) ≤ 2

λ
µ̄(|∇f |2), f ∈ C1

b (R
d), µ̄(f 2) = 1,

where µ(f) :=
∫

fdµ for a measure µ and f ∈ L1(µ). According to the concentration property

of the log-Sobolev inequality (see [1]), there exists ε > 0 such that µ̄(eε|·|
2
) < ∞, so that by

Young’s inequality, H(µ|µ̄) <∞ implies

µ(| · |2) ≤ ε−1
{

H(µ|µ̄) + log µ̄(eε|·|
2

)
}

<∞.
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Therefore, to investigate the exponential convergence in entropy, it is natural to consider dis-
tributions in the Wasserstein space

P2 :=
{

µ ∈ P : µ(| · |2) <∞
}

,

which is a Polish space under the quadratic Wasserstein distance

W2(µ1, µ2) := inf
π∈C (µ1,µ2)

(
∫

Rd×Rd

|x− y|2π(dx, dy)
)

1
2

, µ1, µ2 ∈ P2.

2.1 Assumptions

Let δx be the Dirac measure at x ∈ R
d. We assume

(H1) |bt(0, δ0)|+‖σt(0, δ0)‖ is locally integrable in t ≥ 0, and there existK1, K2, K3 ∈ L1
loc([0,∞);R)

such that

‖σt(x, µ)− σt(y, ν)‖2 ≤ K3(t)
(

|x− y|2 +W2(µ, ν)
2
)

,

2〈bt(x, µ)− bt(y, ν), x− y〉+ ‖σt(x, µ)− σt(y, ν)‖2HS
≤ K1(t)|x− y|2 +K2(t)W2(µ, ν)

2, t ≥ 0, x, y ∈ R
d, µ, ν ∈ P2.

According to [6, Theorem 3.3] (see also [10]), under this condition the SDE (1.3) is well-posed
for distributions in P2, and

EX0EX0 (2.1) W2(P
∗
s,tµ, P

∗
s,tν)

2 ≤ e
∫ t
s (K1(r)+K2(r))drW2(µ, ν)

2, t ≥ s ≥ 0, µ, ν ∈ P2.

To deduce from (2.1) the exponential ergodicity in entropy, we need the following condition.

(H2) σt(x, µ) = σt(x) does not depend on µ, σσ∗ is invertible, and there exist increasing positive
measurable functions λ, κ1, κ2 such that

2〈bt(x, µ)− bt(y, ν), x− y〉+ + ‖σt(x)− σt(y)‖2HS
≤ κ1(t)|x− y|2 + κ2(t)|x− y|W2(µ, ν),

‖(σtσ∗
t )

−1(x)‖ ≤ λ(t), t ≥ 0, x, y ∈ R
d, µ, ν ∈ P2.

Obviously, (H2) implies (H1) for K1(t) = κ1(t) + βt and K2(t) = κ2(t)2

4βt
for βt > 0, but in

applications we may take better choices of (K1, K2) than that implied by (H2). For any t ≥
s ≥ 0, let

λ(s, t) := sup
r∈[s,t]

λ(r), κi(s, t) := sup
r∈[s,t]

κi(r), i = 1, 2.

We intend to establish the following type of estimate

ESTEST (2.2) H(P ∗
s,tµ|P ∗

s,tν) ≤ φ(s, t)H(µ|ν), t > s, µ ∈ P2

for a reasonable class of measures ν ∈ P2. In the time homogeneous situation, one takes ν as
the invariant probability measure so that P ∗

s,tν = ν for all t ≥ s.
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As explained above, to derive (2.2), we need to establish the log-Sobolev inequality for
P ∗
s,tν. To this end, we apply the Bakry-Emery curvature for the associated time-distribution

dependent generator of (1.3):

Lt,µ :=
1

2
tr
{

σtσ
∗
t∇2

}

+ bt(·, µ) · ∇, t ≥ 0, µ ∈ P2.

According to [4], we introduce

Γ1
t (f, g) :=

1

2
〈σtσ∗

t∇f,∇g〉, f, g ∈ C1(Rd),

Γ2
t,µ(f, f) :=

1

2
Lt,µΓ

1
t (f, f)− Γ1

t (f, Lt,µf) +
1

2
∂tΓ

1
t (f, f), f ∈ C3(Rd).

GGGGGG (2.3)

To make Γ2
t,µ meaningful and also for late use, we assume

(H3) At := ‖σt‖∞ ∈ L2
loc([0,∞)), at leat one of the following two conditions holds:

(1) σt is constant for each t ≥ 0;

(2) σt(x) is C
1 in t and C2 in x, bt(x) is C

1 in x, and there exists a function γ ∈ L1
loc([0,∞);R)

such that
Γ2
t,µ(f, f) ≥ γt Γ

1
t (f, f), t ≥ 0, f ∈ C3(Rd), µ ∈ P2.

Finally, for any constant c > 0, we write ν ∈ Tc if ν ∈ P satisfying the Talagrand inequality

TNNTNN (2.4) W2(µ, ν)
2 ≤ cH(µ|ν).

According to [2], this inequality is implied by the log-Sobolev inequality

LNNLNN (2.5) ν(f 2 log f 2) ≤ cν(|∇f |2), f ∈ C1
b (R

d), ν(f 2) = 1,

for which we denote ν ∈ Logc.

2.2 Main results

T1.1 Theorem 2.1. Assume (H1) and that (1.3) is t0-periodic for some t0 > 0 with

LMMLMM (2.6) λ := −
∫ t0

0

{K1(r) +K2(r)}dr > 0.

(1) (1.3) has a unique invariant probability measure µ̄0 such that

EXWEXW (2.7) W2(P
∗
s,s+nt0µ, µ̄s)

2 ≤ e−nλW2(µ, µ̄s)
2, µ ∈ P2, n ∈ N, s ∈ [0, t0).

(2) If (H2), and one of (H3)(1) or (H3)(2) with
∫ t0
0
γsds > 0 hold, then there exists a constant

c > 0 such that for any n ∈ N, µ ∈ P2 and s ∈ [0, t0),

EXMEXM (2.8) max
{

H(P ∗
s,s+nt0

µ|µ̄s),W2(P
∗
s,s+nt0

µ, µ̄s)
2
}

≤ ce−λnmin
{

H(µ|µ̄s),W2(µ, µ̄s)
2
}

.
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To illustrate this result, we consider the time-dependent version of granular media equations
studied in [3, 5, 8]. Let V ∈ C0,2([0,∞)× R

d) and W ∈ C0,2([0,∞)× R
2d) such that

VWVW (2.9)

∫

Rd

e−Vt(x)dx+

∫

Rd×Rd

e−Vt(x)−Vt(y)−λW (x,y)dxdy <∞, λ > 0.

Consider the following PDE on D2, the space of all probability density functions on R
d such

that the corresponding probability measure is in P2:

PDEWPDEW (2.10) ∂ρt = div
{

∇ρt − ρt∇(Vt +Wt ⊛ ρt)
}

,

where for a probability measure µ or a probability density function ρ

W ⊛ µ :=

∫

Rd

W (·, y)µ(dy), W ⊛ ρ :=

∫

Rd

W (·, y)ρ(y)dy.

We will use ∇(1) and ∇(2) to denote the gradient operators in the first and second components
on the product space R

d × R
d, so that

‖∇(1)∇(2)Wt(x, y)‖ := sup
u,v∈Rd,|u|,|v|≤1

|∇(1)
u ∇(2)

v Wt(x, y)|, t ≥ 0, x, y ∈ R
d,

where ∇u stands for the directional derivative along u. We let

‖∇(1)∇(2)Wt‖∞ := sup
x,y∈Rd

‖∇(1)∇(2)Wt(x, y)‖.

For any probability density ρ on R
d and any s ≥ 0, let P ∗

s,tρ be the solution of (2.10) for t ≥ s

and ρs = ρ. When (Vt,Wt) is t0-periodic, ρ̄0 ∈ D2 is called an invariant solution of (2.9) if
P ∗
0,t0 ρ̄0 = ρ̄0. In this case, let

ρ̄s := P ∗
0,sρ̄0, s ∈ [0, t0).

Moreover, for any two probability density functions ρ1, ρ2,

H(ρ1|ρ2) := H(ρ1(x)dx|ρ2(x)dx).

Let Id be the d× d identity matrix.

T1.2 Theorem 2.2. Let (Vt,Wt) be t0-periodic for some t0 > 0, and there exists γ ∈ Lloc([0, t0];R)
such that λ :=

∫ t0
0
γtdt > 0 and

CVCV (2.11) HessVt+Wt(·,z) ≥ (γt + ‖∇(1)∇(2)Wt‖∞)Id, t ∈ [0, t0], z ∈ R
d.

Then (2.10) has a unique invariant solution ρ̄0 ∈ D2 such that

max
{

W2(ρs,s+nt0(x)dx, ρ̄s(x)dx)
2,H(P ∗

s,s+nt0
ρ|ρ̄s)

}

≤ ce−λnmin
{

W2(ρ(x)dx, ρ̄s(x)dx)
2,H(ρ|ρ̄s)

}

, n ∈ N, ρ ∈ D2, s ∈ [0, t0).
EXM’EXM’ (2.12)
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2.3 Proofs

We first prove the following lemma which also applies to the non-periodic case.

LN1 Lemma 2.3. Assume (H1), (H2). For any t ≥ s ≥ 0, let

PHIPHI (2.13) φs,t := λ(s, t)
( κ1(s, t)

1− e−κ1(s,t)
+

(t− s)κ2(s, t)
2

2
e2(t−s)κ1(t)+2κ2(t)

)

.

(1) For any ε > 0, c > 0 and ν ∈ Tc,

H(P ∗
s,tµ|P ∗

s,tν) ≤ φt−ε,te
∫ t−ε
s (K1+K2)(r)drW2(µ, ν)

2

≤ cφt−ε,te
∫ t−ε
s (K1+K2)(r)drH(µ, ν), t ≥ s+ ε, s ≥ 0, µ ∈ P2.

EXX1EXX1 (2.14)

(2) If (H3)(2) holds and ν ∈ Logc for some constant c > 0, then

H(P ∗
r,tµ|P ∗

s,tν) ≤ φte
∫ t−ε
r (K1+K2)(r)drW2(µ, P

∗
s,rν)

2

≤ c(s, r)φt−ε,te
∫ t−ε
r

(K1+K2)(r)drH(µ|P ∗
s,rν), t ≥ r + ε, r ≥ s ≥ 0, µ ∈ P2

EXX2EXX2 (2.15)

holds for

c(s, r) := cA2
rλ(s, r)

2e−2
∫ r
s
γθdθ + 4A2

r

∫ r

s

e−2
∫ r
τ
γθdθdτ, r ≥ s ≥ 0.

Proof. (1) By [10, Theorem 4.1] or [6, Theorem 4.1], assumption (H2) implies

H(P ∗
s,tµ|P ∗

s,tν) ≤ φs,tW2(µ, ν)
2, t ≥ s ≥ 0, µ, ν ∈ P2.

So, for t ≥ s+ ε we obtain

LHLH (2.16) H(P ∗
s,tµ|P ∗

s,tν) = H(P ∗
t−ε,tP

∗
s,t−εµ|P ∗

t−ε,tP
∗
s,t−εν) ≤ φt−ε,tW2(P

∗
s,t−εµ, P

∗
s,t−εν)

2.

Next, by [10, Theorem 3.1], assumption (H1) implies

W2(P
∗
s,t−εµ, P

∗
s,t−εν)

2 ≤ e2
∫ t−ε
s

(K1(r)+K2(r))drW2(µ, ν)
2.

Combining this with (2.16) and applying (2.4) we prove (2.14).
(2) Noting that P ∗

s,tν = P ∗
r,t(P

∗
s,rν), to deduce (2.15) from (2.14) we need only to prove

P ∗
s,rν ∈ Tc(s,r) which follows from P ∗

s,rν ∈ Logc(s,r). To this end, we let νt := P ∗
s,tν and consider

the decoupled (classical) SDE of (1.3):

DCPDCP (2.17) dXν
t = bt(X

ν
t , νt)dt+ σt(X

ν
t )dWt, t ≥ s,Xν

0 ∈ R
d.

For any µ ∈ P, let (P ν
s,t)

∗µ = LXν
s
for LXν

s
= µ. Then

MKKMKK (2.18) P ∗
s,rν = (P ν

s,t)
∗ν, r ≥ s.

7



Now, for ν ∈ Logc, ‖(σsσ∗
s)

−1‖ ≤ λ(s) implies

MM1MM1 (2.19) ν(f log f) ≤ cλ(s)

4
ν
( |σ∗

s∇f |2
f

)

, 0 < f ∈ C1
b (R

d), ν(f) = 1.

According to [4, Theorem 4.1] for the time inhomogeneous Markov semigroup associated with

(2.17), we remark that in this result Γ(f) is misprint from Γ(f)
f

(see Lemma 5.2 below for

D = R
d), (H3) and (2.17) yield that νr := P ∗

s,rν = (P ν
s,t)

∗ν satisfies

MM2MM2 (2.20) νr(f log f) ≤
c(s, r)

4A2
r

νr

( |σ∗
r∇f |2
f

)

, 0 < f ∈ C1
b (R

d), νr(f) = 1.

Sine ‖σr‖∞ ≤ Ar, this implies P ∗
s,rν ∈ Tc(s,r) as desired.

Proof of Theorem 2.1. By shifting a time s ∈ [0, t0), for simplicity, we only consider s = 0.
(1) By (2.6) and the t0-periodicity, the uniqueness of µ̄0 and (2.7) follows from (2.1). So, it

suffices to prove the existence of µ̄0.
Take

RPPRPP (2.21) µn := P ∗
0,nt0

δ0, n ∈ N.

We intend to prove that µn converges to some µ̄0 ∈ P2 as n → ∞, so that by a standard
argument using the semigroup property of P̄ ∗

n := P ∗
0,nt0 :

P̄ ∗
n+m = P̄ ∗

n P̄
∗
m, n,m ∈ Z+,

we conclude that µ̄0 is an invariant probability measure. To this end, it remains to show that
{µn}n≥1 is a W2-Cauchy sequence, i.e.

CAUCAU (2.22) lim
n→∞

sup
k≥1

W2(µn, µn+k) = 0.

By (2.1), (1.4) and (2.6), we obtain

W1W1 (2.23) W2(µn, µn+k)
2 ≤ e−

∫ nt0
0 (K1(r)+K2(r))drW2(δ0, P

∗
0,kt0δ0)

2 = e−λnE|Xkt0|2,

where Xt solves (1.3) with X0 = 0. By taking y = 0, ν = δ0 in (H1), and noting that the
periodicity and (H2) implies that |b·(0, δ0)| + ‖σt(0)‖ is bounded and ‖σt(x)‖ ≤ c0(1 + |x|) for
some constant c0 > 0, we find constants c1, c2 > 0 such that

2〈bt(x, µ), x〉+ ‖σt(x)‖2HS
= 2〈bt(x, µ)− bt(0, δ0), x− 0〉+ ‖σt(x)− σt(0)‖2HS
+ 2〈bt(0, δ0), x〉 − ‖σt(0)‖2HS + 2〈σt(x), σt(0)〉HS

≤ K1(t)|x|2 +K2(t)µ(| · |2) + c1(1 + |x|)

≤ c2 +
(

K1(t) +
λ

2t0

)

|x|2 +K2(t)µ(| · |2), t ≥ 0, x ∈ R
d, µ ∈ P2.
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So, by applying Itô’s formula to (1.3) for X0 = 0, we obtain

d|Xt|2 ≤
{(

K1(t) +
λ

2t0

)

|Xt|2 +K2(t)E|Xt|2
}

dt + dMt

for some martingale Mt. By Duhamel’s formula, this and X0 = 0 implies

SSASSA (2.24) E|Xt|2 ≤ c2

∫ t

0

e
∫ t
s (K1(r)+K2(r)+

λ
2t0

)dr
ds, t ≥ 0.

By (2.6) and the t0-periodicity, we obtain

∫ s+kt0

s

(

K1(r) +K2(r) +
λ

2t0

)

dr = −λk
2
< 0, s ≥ 0, k ∈ Z+.

So, letting ⌊r⌋ := sup{n ∈ Z+ : r ≥ n} for r ≥ 0, by (2.24) we find a constant C > 0 such that

sup
t≥0

E|Xt|2 ≤ sup
t≥0

c2

∫ t

0

e
−

λ⌊(t−s)/t0⌋
2

+
∫ t0
0 |K1(r)+K2(r)+

λ
2t0

|dr
ds

≤ C

∫ t

0

e−
(t−s)λ

2 ds ≤ 2C

λ
<∞.

SOPSOP (2.25)

Combining this with (2.23), we prove the desired (2.22).
(2) By (2.15) and (2.7), it suffices to find a constant c > 0 such that µ̄0 ∈ Logc.

a) When (H3)(1) holds, let {P̄s,t)t≥s be the semigroup associated with the SDE

SDEBSDEB (2.26) dX̄t = bt(X̄t, µ̄0)dt+ σtdWt,

that is, letting (X̄x
s,t)t≥s being the solution starting from x at time s,

P̄s,tf(x) := Ef(X̄x
s,t), f ∈ Bb(R

d), t ≥ s.

By (H1) which implies K2 ≥ 0, we have

2〈bt(x, µ̄0)− bt(y, µ̄0), x− y〉 ≤ K1(t)|x− y|2, x, y ∈ R
d, t ≥ 0,

∫ t

0

K1(s)ds ≤ −λ < 0.
POLPOL (2.27)

Then P̄t := P̄0,t satisfies

GRDGRD (2.28) |∇P̄s,tf | ≤ e
1
2

∫ t
s K1(s)dsP̄s,t|∇f | ≤ c1e

−λ
2
⌊(t−s)/t0⌋P̄t|∇f |, t ≥ s ≥ 0

for some constant c1 > 0. So, for any f ∈ C1
b (R

d),

P̄t(f
2 log f 2)− (P̄tf

2) log(P̄tf
2) =

∫ t

0

d

ds
P̄s

{

(P̄s,tf
2) log(P̄ ∗

s,tf
2)
}

ds

=

∫ t

0

P̄s
|σ∗
s∇P̄s,tf 2|2
P̄s,tf 2

ds ≤ c21

∫ t

0

‖σs‖2e−λ⌊(t−s)/t0⌋P̄sP̄s,t|∇f |2ds
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= (P̄t|∇f |2)c21
∫ t

0

‖σs‖2e−λ⌊(t−s)/t0⌋ds, t ≥ 0.

By the t0-periodicity and ‖σ·‖2 ∈ L1([0, t0]), we obtain

∫ t

0

‖σs‖2e−λ⌊(t−s)/t0⌋ds ≤
⌊t/t0⌋
∑

i=0

∫ (i+1)t0

it0

‖σs‖2e−λ(⌊t/t0⌋−i−1)ds

≤
(
∫ t0

0

‖σs‖2ds
) ∞
∑

i=0

e−(i−1)λ =: c <∞, t ≥ 0,

so that there exists a constant c > 0 such that

P̄t(f
2 log f 2)− (P̄tf

2) log(P̄tf
2) ≤ cP̄t|∇f |2, t ≥ 0, f ∈ C1

b (R
d).

Moreover, by (2.27), (2.26) is exponential ergodic with unique invariant probability measure
µ̄0 as it reduces to (1.3) when LX̄0

= µ̄0. By taking t = nt0 and letting n → ∞, we prove
µn ∈ Logc for all n ≥ 1.

b) When (H3)(2) holds with γ :=
∫ t0
0
γsds > 0, we apply Lemma 2.3 for s = 0 and ν = δ0.

Then (2.19) holds for c = 0, so that by the t0-periodic and γ > 0, we find a constant c′ > 0
such that

c(0, nt0) = 4δ2t0

∫ nt0

0

e−2
∫ r
τ
γθdθdτ ≤ c′, n ∈ N.

Moreover, by (2.20), µn := P ∗
0,nt0

δ0 satisfies

µn(f
2 log f 2) ≤ c(0, nt0)

‖σt0‖2∞
µn(|σ∗

t0∇f |2) ≤ c(0, nt0)µn(|∇f |2), 0 < f ∈ C1
b (R

d), µn(f
2) = 1.

Therefore, µn ∈ Logc′ for all n ≥ 1, which together with (2.7) implies µ̄0 ∈ Logc′.

Proof of Theorem 2.2. It is easy to see that for any s ≥ 0 and probability density function ρ,
P ∗
s,tρ is the density function of LXt for Xt solving (1.3) from time s with LXs = ρ(x)dx and

SBSB (2.29) σt(x) :=
√
2Id, bt(x, µ) := −∇

{

Vt +Wt ⊛ µ
}

(x), t ≥ 0, x ∈]Rd, µ ∈ P2.

Then (2.11) implies

2〈bt(x, µ)− bt(y, ν), x− y〉 = 2〈bt(x, µ)− bt(y, ν), x− y〉+ 2〈bt(y, µ)− bt(y, ν), x− y〉

= −2

∫

Rd

µ(dz)

∫ 1

0

〈

HessVt+Wt(·,z)(x+ r(y − x))(x− y), x− y
〉

dr

+ 2
〈

ν(∇(1)Wt(y, ·))− µ(∇(1)Wt(y, ·)), x− y
〉

≤ −2
(

γt + ‖∇(1)∇(2)W1‖∞)|x− y|2 + 2‖∇(1)∇(2)Wt‖∞|x− y|W1(µ, ν)

≤ −2
(

γt + ‖∇(1)∇(2)W1‖∞)|x− y|2 + 2‖∇(1)∇(2)Wt‖∞|x− y|W2(µ, ν).

Thus, (H1) holds for

KKTKKT (2.30) K1(t) = −2γt − ‖∇(1)∇(2)Wt‖∞, K2(t) = ‖∇(1)∇(2)Wt‖∞,
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and (H2) holds for

kktkkt (2.31) κ1(t) = −2
(

γt + ‖∇(1)∇(2)Wt‖∞), κ2(t) = 2‖∇(1)∇(2)Wt‖∞.
Moreover, since σ is constant, (H3)(1) holds. Therefore, the proof is finished by Theorem
2.1.

3 Ergodicity for partially dissipative models

For any ψ ∈ Ψ = {ψ ∈ C2([0,∞)) : ψ(0) = 0, ψ′ > 0, ‖ψ′‖∞ <∞}, let
Pψ :=

{

µ ∈ P : µ(ψ(| · |)) <∞
}

,

Wψ(µ, ν) := inf
π∈C (µ,ν)

∫

Rd×Rd

ψ(|x− y|)π(dx, dy), µ, ν ∈ Pψ.

Then Pψ is complete under Wψ, i.e. a Wψ-Cauchy sequence in Pψ converges with respect to
Wψ. Let ‖ · ‖Lip be the Lipschitz constant for functions on R

d. We assume

(H4) (Ellipticity) σt(x, µ) = σt(x) does not depend on µ, and there exist α ∈ L1
loc([0,∞); (0,∞))

and a measurable map
σ̂ : [0,∞)× R

d → R
d ⊗ R

d

such that
sup
t∈[0,T ]

{

‖σt‖Lip + ‖σ̂t‖Lip
}

<∞, T > 0,

σt(x)σt(x)
∗ = αtId + σ̂t(x)σ̂t(x)

∗, t ≥ 0, x ∈ R
d.

(H5) (Partial dissipativity) Let ψ ∈ Ψ, γ ∈ C([0,∞)) with γt(r) ≤ Kr for some constant
K > 0 and all r ≥ 0, such that

A2EA2E (3.1) 2αtψ
′′(r) + (γtψ

′)(r) ≤ −κtψ(r), r ≥ 0

holds for some κ ∈ L1
loc([0,∞);R).Moreover, b is bounded on bounded subsets of [0,∞)×

R
d × Pψ, and there exists θ ∈ L1

loc([0,∞); (0,∞)) such that

〈bt(x, µ)− bt(y, ν), x− y〉+ 1

2
‖σ̂t(x)− σ̂t(y)‖2HS

≤ |x− y|
{

θtWψ(µ, ν) + γt(|x− y|)
}

, t ≥ 0, x, y ∈ R
d, µ, ν ∈ Pψ.

A3EA3E (3.2)

T3-1 Theorem 3.1. Assume (H4) and (H5), with ψ
′′ ≤ 0 if σ̂t is non-constant for some t ≥ 0. Then

(1.3) is well-posed with distributions in Pψ, and P
∗
t satisfies

EXP1’0EXP1’0 (3.3) Wψ(P
∗
t µ, P

∗
t ν) ≤ e−

∫ t
0 {κs−θs‖ψ

′‖∞}ds
Wψ(µ, ν), t ≥ 0, µ, ν ∈ Pψ.

Consequently, if (bt, σt) is t0-periodic, ψ
′(t) ≤ Cψ′(s) for some constant C > 1 and all t ≥ s ≥

0, and

λ :=

∫ t0

0

{κs − θs‖ψ′‖∞}ds > 0,

then (1.3) has a unique invariant probability measure µ̄0 ∈ Pψ such that

EXP2’0EXP2’0 (3.4) Wψ(P
∗
s,s+nt0

µ, µ̄s) ≤ e−nλWψ(µ, µ̄s), n ∈ N, µ ∈ Pψ, s ∈ [0, t0).
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Proof. As explained in the proof of Theorem 2.1 that we only consider s = 0. The well-
posedness and (3.3) follow from [11, Theorem 3.1] by using coupling methods. So, it suffices to
prove the existence of the invariant probability measure µ̄0 when λ > 0 and the coefficients are
t0-periodic. Let x0 ∈ R

d. It suffices to show that the sequence {P ∗
nt0
δx0}n≥1 is a Wψ-Cauchy

sequence so that its limit is an invariant probability measure of (1.3). By (3.3) we have

Wψ(P
∗
nt0
δx0, P

∗
(n+m)t0

δx0) ≤ Ce−nλWψ(δx0 , P
∗
mt0
δx0), n,m ≥ 1.

Since λ > 0, it suffices to prove

PRTPRT (3.5) sup
m≥1

Wψ(δx0, P
∗
mt0

δx0) <∞.

By ψ′(t) ≤ Cψ′(s) for t ≥ s, we have

ψ(s+ t)− ψ(s) =

∫ s+t

s

ψ′(r)dr ≤ C

∫ t

0

ψ′(r)dr = Cψ(t), s, t ≥ 0.

This implies

ψ
(

n
∑

i=1

si

)

≤ C

n
∑

i=1

ψ(si), si ≥ 0, n ≥ 1.

Consequently, by (3.3) and λ > 0, we obtain

Wψ(δx0, P
∗
nt0
δx0) ≤ C

n−1
∑

i=0

Wψ(P
∗
it0
δx0, P

∗
(i+1)t0

δx0) ≤ CWψ(δx0, P
∗
t0
δx0)

∞
∑

i=0

e−iλ <∞.

Therefore, (3.5) holds.

To illustrate Theorem 3.1, we present below an example associated with time-inhomogeneous
granular media equations. Let W1 = Wψ and P1(R

d) = Pψ(R
d) for ψ(r) = r.

Example 3.1. Let α ∈ L1([0, t0] : (0,∞)) and

V : [0, t0]× R
d → R, W : [0, t0]× R

d × R
d → R

be measurable with Vt ∈ C2(Rd),Wt ∈ C2(Rd × R
d), and for some constants R, θ1, θ2 > 0,

HDDHDD (3.6) HessVt+Wt(·,z) ≥
(

θ2αt1{|·|>R/2} − θ1αt1{|·|≤R/2}
)

Id, t ∈ [0, t0], z ∈ R
d.

Consider (1.3) with t0-periodic coefficients

HDD2HDD2 (3.7) σt =
√
αtId, bt(x, µ) := −∇{Vt +Wt ⊛ µ}(x), (t, x, µ) ∈ [0, t0]× R

d × P1.

Let γ(r) = θ1(r ∧ R)− θ2(r − R)+ for r ≥ 0, and

ψ(r) :=

∫ r

0

e−
∫ s
0 γ(u)duds

∫ ∞

s

te
∫ t
0 γ(u)dudt, r ≥ 0.
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Then
c1(ψ) := inf

r≥0
ψ′(r) > 0, c2(ψ) := sup

r≥0
ψ′(r) <∞.

If

λ := 2

∫ t0

0

( αt

c2(ψ)
− ‖∇(1)∇(2)Wt‖∞

c1(ψ)

)

dt > 0,

then (1.3) has a unique invariant probability measure µ̄0 ∈ P1 such that

Wψ(P
∗
nt0µ, µ̄0) ≤ e−λnWψ(µ, µ̄0), n ∈ N, µ ∈ P1 = Pψ.

Consequently,

W1(P
∗
nt0µ, µ̄0) ≤

c2(ψ)

c1(ψ)
e−λnW1(µ, µ̄0), n ∈ N, µ ∈ P1.

Proof. It is easy to see that ψ ∈ C2([0,∞) with ψ′ > 0 and

lim
r→∞

ψ′(r) = lim
r→∞

∫∞

r
te

∫ t
0 γ(u)dudt

e
∫ r
0 γ(u)du

= lim
r→∞

r

−γ(r) =
1

θ2
.

So, 0 < c1(ψ) < c2(ψ) <∞ and

c1(ψ)W1 ≤ Wψ ≤ c2(ψ)W1.

By Theorem 3.1, it suffices to verify (3.1) and (3.2) for

GMMGMM (3.8) γt(r) := 2αtγ(r), θt :=
2

c1(ψ)
‖∇(1)∇(2)Wt‖∞, κt :=

2αt
c2(ψ)

.

Firstly, by the definitions of γ and ψ, γt := 2αtγ in (3.8) we have

2αtψ
′′(r) + 2αt(ψ

′γ)(r) = −2αtr ≤ − 2αt
c2(ψ)

ψ(r), r ≥ 0.

Then (3.1) holds for γt and κt in (3.8).
Next, by (3.6) and (3.7), we have σ̂ = 0, and as in the proof of Theorem 2.2,

2〈bt(x, µ)− bt(y, ν), x− y〉

= −2

∫

Rd

µ(dz)

∫ 1

0

〈HessVt+Wt(·,z)(x+ r(x− y))(x− y), x− y〉dr

+ 2〈ν(∇(1)Wt(y, ·))− µ(∇(1)Wt(y, ·)), x− y >

≤ 2|x− y|2
∫ 1

0

(

θ1αt1{|x+r(y−x)|≤R/2} − θ2αt1{|x+r(y−x)|≥R/2}
)

dr

+ 2‖∇(1)∇(2)Wt‖∞W1(µ, ν)|x− y|

≤ 2αt|x− y|γ(|x− y|) + 2

c1(ψ)
‖∇(1)∇(2)Wt‖∞|x− y|Wψ(µ, ν)

holds for any t ∈ [0, t0], x, y ∈ R
d and µ, ν ∈ Pψ = P1. Hence, (3.2) holds for γt and θt in

(3.8).
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4 Ergodicity for non-dissipative models

We consider the fully non-dissipative case such that [11, Theorem 2.1] is extended to the periodic
setting. For any t ≥ 0 and µ ∈ P, consider the second-order differential operator

LM’LM’ (4.1) Lt,µ :=
1

2
tr{σtσ∗

t∇2}+ bt(·, µ) · ∇.

For any positive measurable function V on R
d, let

PV := {µ ∈ P : µ(V ) <∞}.

(H7) (Lyapunov Condition) There exist 0 ≤ V ∈ C2(Rd) with lim|x|→∞ V (x) = ∞ andK0, K1 ∈
L1
loc([0,∞);R) such that

H11H11 (4.2) sup
t≥0;x∈Rd

|σ(t, x)∇V (x)|
1 + V (x)

<∞,

H120H120 (4.3) Lt,µV ≤ K0(t)−K1(t)V, t ≥ 0, µ ∈ PV .

Since lim|x|→∞ V (x) = ∞, (4.3) controls the long distance behaviour of the associated
stochastic system. To ensure the exponential ergodicity, we also need conditions in short
distance. For any l > 0, consider the class

Ψl :=
{

ψ ∈ C2([0, l]; [0,∞)) : ψ(0) = ψ′(l) = 0, ψ′|[0,l) > 0
}

.

For each ψ ∈ Ψl, we extend it to the half line by setting ψ(r) = ψ(r ∧ l), so that ψ′ is
non-negative and Lipschitz continuous with compact support and

HPHP (4.4) cψ := sup
r>0

rψ′(r)

ψ(r)
<∞.

For any constant β > 0, define the quasi-distance on PV (R
d):

Wψ,βV (µ, ν) := inf
π∈C (µ,ν)

∫

Rd×Rd

ψ(|x− y|)
(

1 + βV (x) + βV (y)
)

π(dx, dy), µ, ν ∈ PV .

To prove the exponential convergence of P ∗
t under Wψ,βV , the dependence on distribution for

the drift will be characterized by

Ŵψ,βV (µ, ν) := inf
π∈C (µ,ν)

∫

Rd×Rd ψ(|x− y|)(1 + βV (x) + βV (y))π(dx, dy)
∫

Rd×Rd ψ′(|x− y|)(1 + βV (x) + βV (y))π(dx, dy)

≥ Wψ,βV (µ, ν)

‖ψ′‖∞(1 + βµ(V ) + βν(V ))
, µ, ν ∈ PV .

HWHW (4.5)
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(H8) (Local monotonicity) b is bounded on bounded set in [0,∞)×R
d×PV . Moreover, there

exist l > 0, ψ ∈ Ψl and ul, K̂, θ ∈ L1
loc([0,∞); [0,∞)) such that

2αtψ
′′(r) + K̂tψ

′(r) ≤ −ul(t)ψ(r), r ∈ [0, l], t ≥ 0,

〈bt(x, µ)− bt(y, ν), x− y〉+ 1

2
‖σ̂t(x)− σ̂t(y)‖2HS

≤ K̂t|x− y|2 + θt|x− y|Ŵψ,βV (µ, ν), x, y ∈ R
d, µ, ν ∈ PV , t ≥ 0.

By (H7), for any l > 0 we have

AA0AA0 (4.6) κl,β(t) := inf
|x−y|>l

K1(t)V (x) +K1(t)V (y)− 2K0(t)

β−1 + V (x) + V (y)
∈ R,

and when K1(t) > 0 and l > 0 is large enough, κl,β(t) > 0. Moreover, (H4) and (H7) imply

αl,β(t) :=Cψ sup
|x−y|∈(0,l)

{

αt
|∇V (x)−∇V (y)|

|x− y|{β−1 + V (x) + V (y)}

+
|{σ̂t(x)− σ̂t(y)}[(σ̂t(·)∗∇V )(x) + (σ̂t(·)∗∇V )(y)]|

|x− y|{β−1 + V (x) + V (y)}

}

<∞.

AAAA (4.7)

For K0, κl,β, αl,β and ul given in (H7), (H8), (4.6) and (4.7), let

AA2AA2 (4.8) λl,β(t) := min
{

κl,β(t), ul(t)− 2K0(t)β − αl,β(t)
}

, t ≥ 0.

T8 Theorem 4.1. Assume (H4), (H7) and (H8), with ψ
′′ ≤ 0 when σ̂t(·) is non-constant. Then

(1.3) is well-posed for distributions in PV , and P
∗
t satisfies

EXP1EXP1 (4.9) Wψ,βV (P
∗
t µ, P

∗
t ν) ≤ e−

∫ t
0
{λl,β(s)−θs}dsWψ,βV (µ, ν), t ≥ 0, µ, ν ∈ PV .

Consequently, if (σt, bt) is t0-periodic and

λ :=

∫ t0

0

{λl,β(s)− θs}ds > 0,

∫ t0

0

K1(t)dt > 0,

then (1.3) has a unique invariant probability measure µ̄0 ∈ PV such that

EXP2EXP2 (4.10) Wψ,βV (P
∗
s,s+nt0µ, µ̄s) ≤ e−λnWψ,βV (µ, µ̄s), n ∈ N, µ ∈ PV , s ∈ [0, t0).

Proof. The well-posedness and (4.9) is included in [11, Theorem 2.1]. So, it suffices to prove
the existence of invariant probability measure µ̄0 ∈ PV for the t0-periodic case with λ > 0.
Again, for (4.10) we only consider s = 0. Let x0 ∈ R

d. By (4.9) we have

Wψ,βV (P
∗
nt0
δx0 , P

∗
(n+m)t0

δx0) ≤ e−λnWψ,βV (δx0 , P
∗
mt0
δx0), n,m ≥ 1.

Therefore, it suffices to prove

PRWPRW (4.11) sup
m≥1

EV (Xmt0) <∞ for X0 = x0,
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which together with the above inequality implies that {P ∗
nt0δx0}n≥1 is a Wψ,βV -Cauchy sequence

and its limit is an invariant probability measure in PV . By (4.3), Itô’s formula and

∫ (n+m)t0

m

K1(s)ds = n

∫ t0

0

K1(s)ds =: nλ0 > 0, n,m ∈ N,

we obtain we obtain

EV (Xnt0) ≤ V (x0)e
−

∫ nt0
0 K1(s)ds +

∫ nt0

0

|K0(s)|e−
∫ nt0
s

K1(r)drds

≤ V (x0) +

n−1
∑

i=0

∫ (i+1)t0

it0

C|K0(s)|e−
∫ nt0
(i+1)t0

K1(r)drds

= V (x0) +
(

n−1
∑

i=0

e−(n−i−1)λ0
)

∫ t0

0

C|K0(s)|ds, n ≥ 1,

which is bounded in n ≥ 1 since λ0 :=
∫ t0
0
K1(t)dt > 0. So, (4.11) holds.

In the following example the SDE includes a class of fully non-dissipative models, for instance
when ∇(1)W ≥ 0, in the sense that

sup
|x−y|=r

〈bt(x, µ)− bt(y, µ), x− y〉 ≥ 0, r > 0, µ ∈ P.

Example 4.1. Let α ∈ C([0, t0]; (0,∞)), b0 ∈ C1(Rd) with b0(x) = −|x|p−1x for |x| ≥ 1, and
Wt ∈ C2(Rd × R

d) measurable in t ∈ [0, t0] with

KLNKLN (4.12) ‖∇(1)∇(2)Wt‖∞ + ‖∇(1)Wt‖∞ ≤ εαt and ‖∇(1)∇(1)Wt‖∞ ≤ θαt

for some constant ε > 0. We take t0-periodic (bt, σt) with

bt(x, µ) := αtb0(x) +
µ(∇(1)Wt(x, ·))

1 + µ(V )
,

σt :=
√
αtId, (t, x, µ) ∈ [0, t0]× R

d × PV ,

where V (x) := e|x|
p
for some p ∈ [1

2
, 1]. Moreover, let

(4.13) W̃V (µ, ν) := inf
π∈C (µ,ν)

∫

Rd×Rd

(1 ∧ |x− y|)(1 + V (x) + V (y))π(dx, dy).

Then when ε > 0 is small enough, (1.3) has a unique invariant probability measure µ0 such
that

W̃V (P
∗
s,s+nt0µ, µ̄s) ≤ ce−λnW̃V (µ, µ̄s), n ∈ N, µ ∈ PV , s ∈ [0, t0)

holds for some constants c, λ > 0.
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Proof. It is easy to see that (H7) with

HH0HH0 (4.14) K0 = αtθ0, K1(t) = αtθ1,

holds for some constants θ0, θ1 > 0, (H8) holds for σ̂ = 0. Next, let D0 := ‖∇b0‖∞ + θ and let
l > 0 such that in (4.6)

HH0’HH0’ (4.15) kl,β(t) := inf
|x−y|≥l

θ1V (x) + θ1V (y)− 2θ0
β−1 + V (x) + V (y)

≥ k0αt, t ∈ [0, t0]

holds for some constant k0 > 0. Now, we take ψ ∈ Ψl such that

2ψ′′(r) +D0ψ
′(r) ≤ −D1ψ(r), r ∈ [0, l]

holds for some constant D1 > 0, for instance ψ and D1 are the first mixed eigenfunction and
eigenvalue of 2 d2

dr2
+D0

d
dr

on [0, l] with Dirichlet condition at 0 and Neumann condition at l.
Then the first inequality in (H8) holds for

HH1HH1 (4.16) K̂t := αtD0, ul(t) := D1αt, t ∈ [0, t0].

Moreover, noting that |V (x)− V (y)| ≤ c0ψ(|x− y|)(1 + V (x) + V (y)) holds for some constant
c0 > 0, we find a constant c1 > 0 such that

|b(x, µ)− b(x, ν)| ≤ ε
( |µ(∇(1)W (x, ·))− ν(∇(1)W (x, ·))|

1 + µ(V ) ∨ ν(V )
+

‖∇(1)W‖∞|µ(V )− ν(V )|
(1 + µ(V ))(1 + ν(V ))

)

≤ c1εαt{Wψ,V (µ, ν)

1 + µ(V ) + ν(V )
≤ c1εβ

−1αtŴψ,βV (µ, ν).

Combining this with D0 := ‖∇b0‖∞+ θ and (4.12), we obtain the second inequality in (H8) for
the above Kt := αtD0 and

HH2HH2 (4.17) θt := c1εβ
−1αt, t ∈ [0, t0].

Since (4.7) implies αl,β(t) → 0 as β → 0, by (4.8), (4.14), (4.15), (4.16) and (4.17), there exist
constants β, ε0 > 0, k1 such that for any ε ∈ (0, ε0]

λl,β(t)− θt ≥ k1, t ∈ [0, t0].

Then the desired assertion follows from Theorem 4.1 and the fact that

C−1
W̃V ≤ Wψ,βV ≤ CW̃V

holds for some constant C > 1.
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5 Extensions to reflecting McKean-Vlasov SDEs

In this section, we investigate the exponential ergodicity for the reflecting McKean-Vlasov SDE
(1.2) on a convex domain D. By the convexity, the reflection on boundary does not make any
trouble in the proofs of previous results on ergodicity, so that all these results work also for
(1.2).

Let T∂D be the tangent space of ∂D, which is well defined when ∂D is C1.

T6 Theorem 5.1. Let D be convex, b, σ ∈ C([0,∞) × D̄ × P2(D̄)), and in (H1)-(H3) we use

(D̄,P2(D̄)) to replace (Rd,P2), and in (H3)(2) assume further that ∂D is C2 and there exists

a measurable function h : [0,∞)× ∂D → [0,∞) such that

**X**X (5.1) 〈{∇n(σtσ
∗
t )}v, v〉|∂D ≥ 0, (σtσ

∗
t v − htv)|∂D = 0, v ∈ T∂D, t ≥ 0.

Then assertions in Theorem 2.1 holds for (1.2) replacing (1.3).

Proof. By [12, Theorem 2.6], (H1) implies that (1.2) is well-posed for distributions in P2(D̄)
and satisfies

SOP2SOP2 (5.2) W2(P
∗
t µ, P

∗
t ν)

2 ≤ e
∫ t
0 (K1(s)+K2(s))dsW2(µ, ν), µ, ν ∈ P2(D̄).

Let x0 ∈ D. Since D is convex, we have 〈x− x0,n(x)〉 ≤ 0 for x ∈ ∂D, so that as in the proof
of Theorem 2.1, by (H1) and applying Itô’s formula to |Xt − x0|2 for X0 = x0, we obtain

d|Xt − x0|2 ≤
{

c+
(

K1(t) +
λ

2t0

)

|Xt − x0|2 +K2(t)E|Xt − x0|2
}

dt+ dMt

for some martingale Mt. Since λ > 0, this and the proof leading to (2.25) gives the same
estimate, so that by (5.2) we prove the first assertion.

Under (H2) holds, by [12, Theorem 2.4], there exists a constant c1 > 0 such that

SOP3SOP3 (5.3) W2(P
∗
t0µ, P

∗
t0ν) ≤ c1H(µ|ν), µ, ν ∈ P2(D̄).

So, as in the proof of Theorem 2.1, it remains to prove the Talagarnd inequality

TTI’TTI’ (5.4) W2(µ, µ̄0)
2 ≤ c2Ent(µ|µ̄0), µ ∈ P2(D̄)

for some constant c2 > 0.
When (H3)(1) holds, by the convexity of D, for (X̄x

t , X̄
y
t ) solving the following SDE with

X̄x
0 = x, X̄

y
0 ∈ D̄:

dX̄t = bt(X̄t, µ̄0)dt+ σtdWt + n(X̄t)dlt,

(H1) implies
d|X̄x

t − X̄
y
t |2 ≤ K1(t)|X̄x

t − X̄
y
t |2dt, t ≥ 0,

so that
|X̄x

t − X̄
y
t |2 ≤ e

∫ t
0
K1(s)ds|x− y|2, x, y ∈ D̄, t ≥ 0.

Thus, the associated P̄t satisfies the gradient estimate (2.28). Then (5.4) holds as shown in the
proof of Theorem 2.1,

When (H3)(2) holds, the corresponding proof in that of Theorem 2.1 also works provided
Lemma 2.3(2) holds for (1.2). According to its proof it suffices to prove [4, Theorem 4.1] for
(1.2), which is included in the following Lemma 5.2.
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Let Γ1
t and Γt2 be in (2.3) for σt, bt not depending on µ on a convex C2 domain D̄ replacing

R
d, where bt(x) is C

1 in x, σt(x) is C
1 in t and C2 in x. Consider the reflecting SDE

E1’E1’ (5.5) dXs,t = bt(Xs,t)dt+ σt(Xs,t)dWt + n(Xt)dlt, t ≥ s.

Let P ∗
s,tµ = LXs,t for the solution with LXs,s = µ. The generator is

Lt :=
1

2
tr{σtσ∗

t∇2}+ bt · ∇, t ≥ 0.

We have the following lemma, which extends [4, Theorem 4.1] to the reflecting case.

LN2 Lemma 5.2. Let {Γit}i=1,2,t≥0 be in (2.3) on a convex C2 domain D̄ replacing R
d for σt, bt not

depending on µ, and let (5.1) hold. Let γ ∈ L1
loc([0,∞);R) such that

GGOGGO (5.6) Γ2
t (f, f) ≥ γtΓ

1
t (f, f), f ∈ C3(D̄).

Let s ≥ 0, qs > 0 and νs ∈ P(D̄). If the log-Sobolev inequality

VSVS (5.7) νs(f
2 log f 2) ≤ 4qsνs(Γ

1
s(f, f)), f ∈ C1

b (D̄), νs(f
2) = 1

holds, then for any t > s, νt := P ∗
s,tνs satisfies

VTVT (5.8) νt(f
2 log f 2) ≤ 4qtνt(Γ

1
t (f, f)), f ∈ C1

b (D̄), νt(f
2) = 1,

where

QTQT (5.9) qt := qse
−2

∫ t
s
γrdr +

∫ t

s

e−2
∫ t
r
γududr, t ≥ s.

Proof. Let Ps,tf(x) := (P ∗
s,tδx)(f). We first prove

GRD1GRD1 (5.10)
√

Γ1
s0
(Ps0,s1f, Ps0,s1f) ≤ e

−
∫ s1
s0

γtdtPs0,s1

√

Γ1
s1
(f, f), s1 ≥ s0 ≥ 0.

for f ∈ C∞
b (D̄).

By the Bochner-Weitzenböck formula, the inequality (5.6) is equivalent to

GGO’GGO’ (5.11) Γ2
t (f, f) ≥ γtΓ

1
t (f, f) +

|∇Γ1
t (f, f)|2

4Γ1
t (f, f)

, f ∈ C3(Rd).

Next, since ∂D is C2 and convex, the second fundamental form is non-negative, i.e.

I(∇f,∇f)(x) := −〈∇∇fn,∇f〉(x) = Hessf(n,∇f)(x) ≥ 0, f ∈ C2(D̄), Nf |∂D = 0, x ∈ ∂D,

where the second equality follows from ∇∇f〈n,∇f〉|∂D = 0 due to 〈n,∇f〉|∂D = 0. Combining
this with (5.1), we see that for any f ∈ C∞

b (D̄), s1 ≥ t ≥ 0, and x ∈ ∂D,

〈

n,∇Γ1
s(Pt,s1f

2, Pt,s1f
2)
〉

(x)

=
〈

{∇
n
(σtσ

∗
t )}∇Pt,s1f 2,∇Pt,s1f 2

〉

(x) + 2HessPt,s1f
2(n, (σtσ

∗
t )∇Pt,s1f 2

〉

(x) ≥ 0.
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Combining this with (5.11) and applying Itô’s formula to (5.5), for any s1 > s0 ≥ 0,

d
√

Γ1
t (Pt,s1f

2, Pt,s1f
2)(Xs0,t)

=

{ 1
2
(∂tΓ

1
t )(Pt,s1f

2, Pt,s1f
2)− Γ1

t (LtPt,s1f
2, Pt,s1f

2)
√

Γ1
t (Pt,s1f

2, Pt,s1f
2)

+ Lt

√

Γ1
t (Pt,s1f

2, Pt,s1f
2)

}

(Xt,s1)dt

+ dMt +
〈

n,∇
√

Γ1
t (Pt,s1f

2, Pt,s1f
2)
〉

(Xt,s1)
〉

dlt

≥
{

Γ2
t (Pt,s1f

2, Pt,s1f
2)

Γ1
t (Pt,s1f

2, Pt,s1f
2)

1
2

− |∇Γ1
sPt,s1f

2, Pt,s1f
2)|2

4Γ1
t (Pt,s1f

2, Pt,s1f
2)

3
2

}

(Xs0,t)dt+ dMt

≥ γt

√

Γ1
t (Pt,s1f

2, Pt,s1f
2)(Xs0,t)dt+ dMt, t ∈ [s0, s1]

holds for some martingale (Mt)t∈[s0,s1]. By Gronwall’s lemma this implies (5.10).
By (5.10), the desired assertion follows from a standard semigroup argument, we include

below for completeness. Let f ∈ C2
b (D̄) with inf f 2 > 0. By the chain rule and Schwarz

inequality, (5.10) implies

Γ1
s

(
√

Ps,tf 2,
√

Ps,tf 2
)

=
Γ1
s(Ps,tf

2, Ps,tf
2)

4Ps,tf 2

≤ e−2
∫ t
s γrdr(Ps,t

√

Γ1
t (f

2, f 2))2

4Ps,tf2
≤ e−2

∫ t
s
γrdrPs,tΓ

1
t (f, f), t ≥ s ≥ 0.

GRD2GRD2 (5.12)

So,

Ps,t(f
2 log f 2)− (Ps,tf

2) logPs,tf
2 =

∫ t

s

d

dr
Ps,r

{

(Pr,tf
2) log(Pr,tf

2)
}

dr

=

∫ t

s

Ps,r
Γ1
r(Pr,tf

2, Pr,tf
2)

Pr,tf 2
dr ≤ 4(Ps,tΓ

1
t (f, f))

∫ t

s

e−2
∫ t
r γududr.

Combining this with (5.7) and (5.12), we obtain

νt(f
2 log f 2) = νs(Ps,t(f

2 log f 2))

≤ 4νs
(

Ps,tΓ
1
t (f, f))

∫ t

s

e−2
∫ t
r γududr + νs

(

(Ps,tf
2) log(Ps,tf

2)
)

≤ 4νt
(

Γ1
t (f, f)

)

∫ t

s

e−2
∫ t
r γududr + 4qsνs

(

Γ1
s

(

√

Ps,tf 2,
√

Ps,tf 2
))

+
(

νs(Ps,tf
2)
)

log
(

νs(Ps,tf
2)
)

≤ 4νt
(

Γ1
t (f, f)

)

(
∫ t

s

e−2
∫ t
r
γududr + qse

−2
∫ t
s
γudu

}

+ νt(f
2) log νt(f

2).

Therefore, (5.8) holds for qt in (5.9).

Finally, we have the following extensions of Theorems 3.1 and (4.1).

Theorem 5.3. Let D be convex, use D̄ replace Rd in (H4)-(H8), and in (H7) we assume further

〈∇V,n〉|∂D ≤ 0. Then assertions in Theorem 3.1 and Theorem 4.1 hold for (1.2) replacing (1.3).
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Proof. The well-posedness of (1.2) as well as estimates (3.3) and (4.9) have been included in
[12, Theorems 2.7, 2.8], so that the other assertions follow from the proofs of Theorems 3.1 and
4.1. Indeed, the proof of Theorem 3.1 has noting to do with the reflection. Moreover, by Itô’s
formula, (4.3) and 〈n,∇V 〉|∂D ≤ 0, we derive

dV (Xt) ≤ {K0(t)−K1(t)V (Xt)}dt+ dMt

for some local martingale Mt, so that the proof of (4.11) works also for the present case.
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