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Problem 1 (A criterion for tightness in the Wiener Space, 5 Pt)
Show that a sequence of probability measures {µn}n∈N on W = C

(
[0,∞),R

)
is tight if

1. for every ε > 0, there exist A ∈ R and n0 ∈ N, such that

µn
[
|ω(0) > A|

]
< ε for all n ≥ n0,

2. for any N > 0 and ε, η > 0, there exist δ ∈ (0, 1) and n0 ∈ N, such that

δ−1µn
[

sup
s∈[t,t+δ]

|ω(s)− ω(t)| ≥ ε
]
≤ η for all n ≥ n0 and t ∈ [0, N ].

Problem 2 (Donsker’s invariance principle, 5 Pt)
Let {Yi}i∈N be i.i.d. random variables with mean 0 and variance σ > 0. Additionally assume
that E[Y 4

i ] <∞. Let Sn :=
∑n

i=1 Yi and define the piecewise linear functions

Xn
t (ω) :=

1

σ
√
n
Sbntc + (nt− bntc) 1

σ
√
n
Ybntc+1,

and denote the law of Xn as µn. Show that as n → ∞, the series µn converges weakly
to the law µ of Brownian motion - which we assume to exists in M1(W ). If you lean on
Lemma 5.5 from the lecture notes, it is enough to check the following two conditions:

1. All finite dimensional distributions of µn converge to those of µ.

2. The family {µn}n∈N is tight inM1(W ).

For part 1, you can use the central limit theorem. For part 2, first prove the following
lemma with the help of Doob’s maximal inequality (here use that E[Y 4

i ] <∞):

There exists a finite constant K ∈ R and some n1 ∈ N, such that for every k ∈ N:

P
[
max
i≤n
|Si+k − Sk| > λσ

√
n
]
≤ Kλ−4 for all n ≥ n1 and λ > 0.

https://en.wikipedia.org/wiki/Central_limit_theorem
https://fabricebaudoin.wordpress.com/2012/04/10/lecture-11-doobs-martingale-maximal-inequalities/


Then, given ε, η ∈ (0, 1), choose λ � 1 large enough such that Kλ−2 < ηε2 holds. Set
δ := ε2λ−2. Show that there exists n0 ∈ N, such that

δ−1P
[
max
i≤dnδe

|Si+k − Sk| > εσ
√
n
]
≤ η for all n ≥ n0.

Given this, verify the tightness condition given in Problem 1.

Remarks : You can use that E[S4
n] = nE[Y 4

i ] + 3n(n − 1)σ4. Moreover, the assumption
E[Y 4

i ] <∞ is not necessary, one can use a truncation argument and approximate the Yi’s
by bounded functions.

Problem 3 (Convergence with respect to the Skorokhod metric, 2 Pt)
Prove that on DE

(
[0,∞),R

)
equipped with the Skorokhod metric:

xn(t) := 1[1+1/n,∞](t) → x(t) := 1[1,∞](t) as n→∞.

Does it also hold that 1[1/n,∞](t)→ 1[0,∞](t)?


