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Problem 1 (Construction of a two-dimensional PPP, 5 Pt)

Let ξ =
∑

i δXi
be a Poisson point process on R with a σ-finite intensity measure µ.

Let K : R ×B(R) → [0, 1] be a probability kernel and let {Yi}i∈N be R-valued random
variables, where Yn essentially only depends only on Xn:

P
[
Yn ∈ A

∣∣σ({Xi}i∈N, {Yi}i∈N,i 6=n

)]
= K(Xn, A) ∀n ∈ N, A ∈ B(R).

Show that

ζ :=
∑
i

δ(Xi,Yi)

is a Poisson point process on R2 with intensity measure

ν(dx, dy) = µ(dx) ·K(x, dy).

Hints : i) First prove that for any bounded and product-measurable function f : R2 → R+
0 :

E
[
f(Xi, Yi)

∣∣{Xi}i∈N
]

=

∫
R

f(Xi, y)K(Xi, y) dy.

ii) Then use that the rectangle sets [a, b]⊗ [c, d] are a Dynkin System of B(R2).

Problem 2 (A limit theorem for dependent variables, 5 Pt)

For each n ∈ N, let {Xn
i }i∈N be a sequence of random variables with values on

(
R+,B(R+)

)
,

with filtration Fn
i = σ

(
Xn

1 , . . . , X
n
i

)
. Let µ be a finite measure on R+. Assume that there

is a sequence {an}n∈N (a linear time-scale), such that for all t > 0, x > 0, in probability:

lim
n→∞

dan·te∑
i=1

P
[
Xn

i > x
∣∣Fn

i−1
]

= t · µ((x,∞)),

lim
n→∞

dan·te∑
i=1

(
P
[
Xn

i > x
∣∣Fn

i−1
])2

= 0.

1. Compute limn→∞P
[

maxi≤danteX
n
i ≤ x

]
, or find it in your notes.



2. Next, we define a sequence of Point Processes ξn :=
∑

i∈N δ
(
i/an,Xn

i

). Prove that

ξn →P, where P is a Poisson Point process on R2
+ with intensity dt× dµ.

Hints : i) The following identity is useful:

E
[ k∏

i=1

1{Xn
i ∈Ai} exp

(
− lnP

[
Xn

i ∈ Ai | Fn
i−1
])]

= 1.

ii) For the second part, use Kallenberg’s Theorem (Theorem 3.19), or Laplace functionals.


