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Exercise 1 [5 Pts.]

1. Let (Xn)n∈N be a submartingale such that E[etXn ] < ∞ for all n ∈ N and for all
t ∈ R. Prove that

P
(

max
1≤k≤n

Xk ≥ x

)
≤ e−txE[etXn ],

for all t > 0 and x ∈ R.

2. Let (ξn)n∈N be i.i.d random variables with P(ξ1 = 1) = 1/2 = P(ξ1 = −1). Let
Xn =

∑n
k=1 ξk. Prove that

P
(

lim sup
n→∞

Xn√
2n log n

≥ 1 + ε

)
= 0

for all ε > 0.
Hint: Use Xn ≤ max1≤k≤nXk, part 1., the fact that log coshx ≤ x2/2 and the Borel
Cantelli lemmas.

Exercise 2 [5 Pts.]

Let (Xn)n∈N0 be integrable and i.i.d. random variables with E(X1) = 0. For α ∈ (0, 1)
and n ∈ N0, define

Mn :=
n∑
i=0

αiXi.

• Show that (Mn)n∈N0 is a martingale.

• Show that the sequence (Mn)n∈N0 is bounded in L1. Deduce that (Mn)n∈N0 converges
almost surely.

• Show that (Mn)n∈N0 converges in L1 and determine the limit M∞. Further, show
that Mn = E[M∞|Fn].
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Exercise 3 [10 Pts.]

Suppose that (Ω,F , P ) is a probability space and (Fn)n is a filtration. Let τ , τ1 and τ2 be
stopping times with respect to (Fn)n. Show that

1. In the definition of stopping times, one could require that {τi ≤ n} ∈ Fn for all n
instead of {τi = n} ∈ Fn for all n,

2. τ1 + τ2, τ1 ∨ τ2 := max{τ1, τ2}, τ1 ∧ τ2 := min{τ1, τ2} are stopping times,

3. Fτ is a σ-algebra,

4. If τ1 ≤ τ2, then Fτ1 ⊂ Fτ2 ,

5. Fτ1∧τ2 = Fτ1 ∩ Fτ2 ,

6. If F ∈ Fτ1∨τ2 , then F ∩ {τ2 ≤ τ1} ∈ Fτ1 ,

7. Fτ2∨τ1 = σ(Fτ1 ,Fτ2),

8. If X is an adapted process, then Xτ is Fτ -measurable.

Exercise 4 [5 Pts.]

Let (Yn)n∈N be a Markov chain on the finite state space S = {1, . . . ,m} with transition
matrix P = {pij}, i.e. P(Yn+1 = j|Yn = i) = pij. Let x = (x(j))j=1,...,m be the eigenvector
of the transition matrix, i.e. there exists some λ ∈ R such that for all i:

m∑
j=1

pijx(j) = λx(i).

Let Zn = λ−nx(Yn). Show that (Zn)n∈N is a martingale with respect to the filtration
Fn := σ(Y1, . . . , Yn).
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