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These exercises will be discussed in the first tutorial. You are encouraged to

study them in advance, but do not have to submit any solutions.

If you have any questions regarding the organization of the lecture write an email to
florian.kreten@uni-bonn.de.

1. (Conditional expectation)

Let (2, F,P) be a probability space, G C F a sub-cg-algebra. Let X,Y absolutely integ-
rable random variables. First, define the conditional expectation E(X|G). Then prove the
following statements:

1.
2.

The map X — E(X|G) is linear.

If B C G isa o-algebra, then E[E(X|G)|B] = E(X|B), a.s. This is called the tower-
property. In particular, this implies E[E[X|G]] = E[X].

If X <Y as., then E(X|G) <E(Y]G), a.s.
IE(X|G)| < E(|X]|G) as.

. Assume that there exists n € N and A;,..., A, C Q such that {A4;,..., A,} are

pairwise disjoint, P(4;) > 0 for all 7, @ = U™ A; and G = o({A1,..., A,}). Show
that E(X|G) = Y7 | E[X]A;] 14, a.s., where E[X|A;] = E[X 14, P[4;] "

2. (Inequalities)
Let (Q, F,P) be a probability space and let G C F be a sub-o-algebra. For X, Y absolutely
integrable random variables, prove that:

1.

2.

Prove the conditional Markov inequality, i.e. show that, if f : R, — R, is non-
decreasing and such that f(|X]) is integrable, then

PIX|> 0lg] € 7EIf(XDI) Pas

Let ¢ : R — R be a convex function, X and ¢(X) be integrable random variables.
Prove the conditional Jensen inequality

S(E[X|G]) < E[p(X)|G].
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Hint: You can use that for z,y € R there exists a measurable function ¢ : R = R
such that

o(x) > d(y) + c(y)(z — y).

3. (Independence)

Let X, Y integrable random variables on (£, F,P). Let o(X) the o-algebra generated by X
(what does this mean)? Let E[X |Y] := E[X |o(Y)] and call two o-algebras A, B independent
ifforall Ae A, B € B:P(ANB) = P(A)-P(B). From now on, we call X and Y independent
if 0(X) and o(Y") are independent. Prove:

1. If Y is constant, then X and Y are independent.
2. If 0(X) is independent of G, then E[X|G] = E[X] a.s..

3. If X,Y are independent and in L?(P), then E[XY] = E[X]E[Y] (they are uncorrela-
ted).



