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“Stochastic Processes”, Problem Sheet 7.

Hand in solutions before Wednesday 28.5., 2 pm.

1. (Distribution of the first return time)

Let (X, P;) be a Markov chain on a countable state space S, and let T, := min{n > 1 :
X, = z}. The generating function of the distribution of 7, when starting in x is

G(z) = E, ["] (zeCwith 2] <1).
a) Show that:
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where T®) is the k—th return time to z.

b) Deduce that for the simple random walk on Z we have
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hence G(z) =1 — /1 — 22. In particular E,[T,] = oco.

2. (Random walks on discrete circles)
Let k£ € N with p,q,r > 0 and p+ ¢ + r = 1. Consider the random walk on Z/kZ with
transition probabilities

plz,z+1)=p, plr,z) =7, p(x,xr—1) =¢q, and p(z,y) = 0 otherwise.
Depending on the parameters p, q,r, k:
a) Determine all stationary distributions.

b) Study the convergence to a stationary distribution.



3. (Contractivity in total variation distance)

a) Let p be a stochastic kernel on a measurable space (5,S). Show that for any two
probability measures u, v on S, we have

dry (pup,vp) < dpyv(p, v).

b) The “House of cards” is the Markov chain with state space Z, and transition pro-
babilities p(z,z + 1) =1 — ¢, p(x,0) = €, where € € (0, 1) is a fixed constant. Show
that

Jae€(0,1): dry(up,vp) < adry(p,v) Yu,v e P(Zy). (1)

Hence conclude that there is a unique stationary distribution i of p such that
Law(X,) — [ in total variation for any initial distribution px.

¢) Does (1) also hold for the AR(1) process on R'?

4. (Extinction probabilities for Birth-and-death chains)
Let (X, P.) be the canonical Markov chain on {0, 1,2, ...} with transition probabilities

p(z, x4+ 1) = ps, plz,x) =71, p(xr,r —1) = ¢4, and p(x,y) = 0 otherwise,
where p, + ¢ + 7, =1, g0 =0, and p,,q, # 0 Vzx # 0.
a) Deduce from the mean-value property
pou(r 4+ 1) + rpu(z) + gpu(z — 1) = u(x) Ve >1

an equivalent equation for the differences v(z) := u(x + 1) — u(z). Hence determine
all harmonic functions for the Markov chain.

b) Show that for 0 < a < b,
P (X, —a] = MO Ay oy,

where T,, =inf{n >0 : X,, € (a,b) }, and
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c) Compute the extinction probability P,[3n > 0 : X,, = 0] when starting in z. Un-
der which condition does the process become extinct almost surely? What happens
asymptotically in the other cases?



