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“Stochastic Processes”, Problem Sheet 6.

Please hand in your solutions by Tuesday, 19 November.

1. (Stopping times for random walks). Let p € (0, 1), and suppose that (X,,P,) is
the canonical time-homogeneous Markov chain with state space S = Z, transition proba-
bilities p(z,z + 1) = p and p(z,z — 1) =1 — p, and P,[X, = z] = 1.

a) Prove or disprove that the following random times are stopping times with respect
to the filtration F,, = o(Xo, ..., X,).

77 = min{n>1:X,/n<2p—1+¢}, wheree >0,
T, = sup{n>0:X,=0}.

b) Are T} and T5 almost surely finite?

c¢) State and prove a version of the strong Markov property for (X,,,P,).

d) Show that the strong Markov property does not necessarily hold if the random time
is not a stopping time.

2. (First step analysis). We consider the random walk on Z with transition probabilities
p(z,x+1)=pand p(z,z —1) = q:=1— p where p € (%, 1). Let

o0

Zax”'] , a>0.

n=0

u(z) = E,

a) Show that w(x +1) = a-u(z).

b) Compute u(0) by conditioning on the first step, and interpret the result.

3. (Distribution of the first return time). Let (X,,P,) be a Markov chain on a
countable state space S, and let T, := min{n > 1: X,, = x}. The generating function of
the distribution of T, when starting in z is

G(z) = E, [z"] (|2l <1).



a) Show that
1
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where T®) is the k-th return time to z.

b) Deduce that for the simple symmetric random walk on Z we have
1 =1 (2 1
=S () = ,
1 —-G(2) =220\ n 1—22

hence G(z) = 1 — /1 — 22. In particular E,[T,] =

4. (Extinction probabilities for Birth-and-death chains).  Let (X,,P,) be the

canonical Markov chain on {0,1,2,...} with transition probabilities
p(z,x+1) =p,, plx,x) =71, plr,z—1) =q,, and p(x,y) = 0 otherwise,

where p, + ¢, + 7, =1, g0 =0, and p,,q, # 0 Vzx # 0.

a) Determine all harmonic functions for the Markov chain.
Hint: Deduce from the mean-value property

peu(z + 1) + rpu(x) + geu(z — 1) = u(z) Voe>1
an equivalent equation for the differences v(x) = u(x + 1) — u(x).
b) Show that for 0 < a < b,
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¢) Compute the extinction probability P,[3n > 0 : X,, = 0] when starting in z. Un-
der which condition does the process become extinct almost surely? What happens

asymptotically in the other cases?



