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1. (Gibbs sampler for the Ising model). Consider a finite graph (V,E) with n vertices
of maximal degree ∆. The Ising model with inverse temperature β ≥ 0 is the probability
measure µβ on {−1, 1}V with mass function

µβ(η) =
1

Z(β)
exp

β ∑
{x,y}∈E

η(x)η(y)

 ,

where Z(β) is a normalization constant.

a) Show that given η(y) for y 6= x, η(x) = ±1 with probability (1 ± tanh(βm(x, η))/2,
where m(x, η) :=

∑
y∼x η(y) is the local magnetization in the neighbourhood of x.

Hence determine the transition kernel π for the Gibbs sampler with equilibrium µβ.

b) Prove that for any t ∈ N,

W1(νπt, µβ) ≤ α(n, β,∆)tW1(ν, µβ) ≤ exp

(
− t
n

(1−∆ tanh(β))

)
W1(ν, µβ),

where α(n, β,∆) = 1−(1−∆ tanh(β))/n, andW1 is the transportation metric based
on the Hamming distance on {−1, 1}V . Conclude that for ∆ tanh β < 1, the Gibbs
sampler is geometrically ergodic with a rate of order Ω(1/n). Hint: You may use the
inequality

| tanh(y + β)− tanh(y − β)| ≤ 2 tanh(β) for any β ≥ 0 and y ∈ R.

c) The mean-field Ising model with parameter α ≥ 0 is the Ising model on the complete
graph over V = {1, . . . , n} with inverse temperature β = α/n. Show that for α < 1,
the ε-mixing time for the Gibbs sampler on the mean field Ising model is of order
O(n log n) for any ε ∈ (0, 1).



2. (Successful couplings and TV-convergence to equilibrium). Consider a time-
homogeneous Markov process with transition function (pt) and invariant probability mea-
sure µ. A coupling (Xt, Yt) of versions of the process with initial distributions ν and µ,
respectively, is called successful if the coupling time

T = inf {t ≥ 0 : Xs = Ys for any s ≥ t}

is almost surely finite. Show that a successful coupling exists if and only if ||νpt−µ||TV → 0
as t→∞.

3. (Bounds for ergodic averages in the non-stationary case). Let (Xn, Px) be a
Markov chain with transition kernel π and invariant probability measure µ, and let

Ab,nf =
1

n

b+n−1∑
i=b

f(Xi).

Assume that there are a distance d on the state space S, and constants α ∈ (0, 1) and
σ̄ ∈ R+ such that

(A1) W1
d(νπ, ν̃π) ≤ αW1

d(ν, ν̃) ∀ ν, ν̃ ∈ P(S), and

(A2) Varπ(x,·)(f) ≤ σ̄2 ‖f‖2
Lip(d) ∀ x ∈ S, f : S → R Lipschitz.

Prove that under these assumptions the following bounds hold for any b, n, k ≥ 0, x ∈ S,
and for any Lipschitz continuous function f : S → R:

a) Varx [f(Xn)] ≤
∑n−1

k=0 α
2k σ̄2‖f‖2

Lip(d).

b) |Covx [f(Xn), f(Xn+k)]| =
∣∣Covx

[
f(Xn), (πkf)(Xn)

]∣∣ ≤ αk

1−α2 σ̄
2‖f‖2

Lip(d).

c) Varx [Ab,nf ] ≤ 1
n

σ̄2

(1−α)2
‖f‖2

Lip(d).

d) |Ex [Ab,nf ]− µ(f)| ≤ 1
n
αb

1−α

∫
d(x, y)µ(dy) ‖f‖Lip(d).

e) Ex
[
|Ab,nf − µ(f)|2

]
≤ 1

n
1

(1−α)2

(
σ̄2 + 1

n
α2b(

∫
d(x, y)µ(dy))2

)
‖f‖2

Lip(d).

4. (Equivalent descriptions for weighted total variation norms). Let V : S →
(0,∞) be a measurable function, and let dV (x, y) := (V (x) + V (y))1x 6=y. Show that the
following identities hold for probability measures µ, ν on (S,B):

‖µ− ν‖V =

∥∥∥∥dµdλ − dν

dλ

∥∥∥∥
L1(V ·λ)

= sup {|µ(f)− ν(f)| : f ∈ F(S) s.t. |f | ≤ V }
= sup {|µ(f)− ν(f)| : f ∈ F(S) s.t. |f(x)− f(y)| ≤ dV (x, y) ∀x, y}
= inf {E[dV (X, Y )] : X ∼ µ, Y ∼ ν}


