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Introduction

Let I = Z+ = {0,1,2, . . . } (discrete time) or I = R+ = [0,∞) (continuous time), and let (Ω,A,P) be a
probability space. If (S,B) is a measurable space then a stochastic process with state space S is a collection
(Xt )t∈I of random variables

Xt : Ω→ S.

More generally, we will consider processes with finite life-time. Here we add an extra point ∆ to the state
space and we endow S∆ = S Û∪{∆} with the σ-algebra B∆ = {B,B ∪ {∆} : B ∈ B}. A stochastic process
with state space S and life time ζ is then defined as a process

Xt : Ω→ S∆ such that Xt (ω) = ∆ if and only if t ≥ ζ(ω).

Here ζ : Ω→ [0,∞] is a random variable.
We will usually assume that the state space S is a Polish space, i.e., there exists a metric d : S × S → R+

such that (S, d) is complete and separable. Note that for example open sets in Rn are Polish spaces, although
they are not complete w.r.t. the Euclidean metric. Indeed, most state spaces encountered in applications are
Polish. Moreover, on Polish spaces regular versions of conditional probability distributions exist. This will
be crucial for much of the theory developed below. If S is Polish then we will always endow it with its Borel
σ-algebra B = B(S).

A filtration on (Ω,A,P) is an increasing collection (Ft )t∈I of σ-algebras Ft ⊂ A. A stochastic pro-
cess (Xt )t∈I is adapted w.r.t. a filtration (Ft )t∈I iff Xt is Ft -measurable for any t ∈ I. In particular, any
process X = (Xt )t∈I is adapted to the filtrations (F X

t ) and (F
X ,P
t ) where

F X
t = σ(Xs : s ∈ I, s ≤ t), t ∈ I,

is the filtration generated by X, and F X ,P
t denotes the completion of the σ-algebra Ft w.r.t. the probability

measure P:
F

X ,P
t = {A ∈ A : ∃ Ã ∈ F X

t with P[Ã∆A] = 0}.

Finally, a stochastic process (Xt )t∈I on (Ω,A,P) with state space (S,B) is called an (Ft)Markov process iff
(Xt ) is adapted w.r.t. the filtration (Ft )t∈I , and

P[Xt ∈ B|Fs] = P[Xt ∈ B|Xs] P-a.s. for any B ∈ B and s, t ∈ I with s ≤ t . (0.1)

Any (Ft )Markov process is also a Markov process w.r.t. the filtration (F X
t ) generated by the process. Hence

an (F X
t )Markov process will be called simply aMarkov process. We will see other equivalent forms of the

Markov property below. For the moment we just note that (0.1) implies

P[Xt ∈ B|Fs] = ps,t (Xs,B) P-a.s. for any B ∈ B and s ≤ t, and (0.2)
E[ f (Xt )|Fs] = (ps,t f )(Xs) P-a.s. for any measurable function f : S → R+ and s ≤ t, (0.3)

where ps,t (x, dy) is a regular version of the conditional probability distribution of Xt given Xs, and

(ps,t f )(x) =
ˆ
S

ps,t (x, dy) f (y).

Eberle Markov Processes vii



Introduction

Furthermore, by the tower property of conditional expectations, the kernels ps,t (s, t ∈ I with s ≤ t) satisfy
the consistency condition

ps,u(Xs,B) =
ˆ
S

ps,t (Xs, dy) pt ,u(y,B) (0.4)

P-almost surely for any B ∈ B and s ≤ t ≤ u, i.e., for any measurable function f : S → R+,

ps,u f = ps,tpt ,u f P ◦ X−1
s -almost surely for any 0 ≤ s ≤ t ≤ u. (0.5)

Exercise. Show that the consistency conditions (0.4) and (0.5) follow from the defining property (0.2)
of the kernels ps,t .

1. Transition functions and Markov processes

From now on we assume that S is a Polish space and B is the Borel σ-algebra on S. We denote the collection
of all non-negative respectively bounded measurable functions f : S → R by F+(S),Fb(S) respectively. The
space of all probability measures resp. finite signed measures are denoted by P(S) andM(S). For µ ∈ M(S)
and f ∈ Fb(S), as well as for µ ∈ P(S) and f ∈ F+(S), we set

µ( f ) =
ˆ

f dµ.

The following definition is natural by the considerations above:

Definition 0.1 (Sub-probability kernel, transition function). 1) A (sub) probability kernel p on
(S,B) is a map (x,B) 7→ p(x,B) from S × B to [0,1] such that

(i) for any x ∈ S, p(x, ·) is a positive measure on (S,B) with total mass p(x,S) = 1
(p(x,S) ≤ 1 respectively), and

(ii) for any B ∈ B, p(·,B) is a measurable function on (S,B).

2) A transition function is a collection ps,t (s, t ∈ I with s ≤ t) of sub-probability kernels on (S,B)
satisfying

pt ,t (x, ·) = δx for any x ∈ S and t ∈ I, and (0.6)
ps,tpt ,u = ps,u for any s ≤ t ≤ u, (0.7)

where the composition of two sub-probability kernels p and q on (S,B) is the sub-probability kernel
pq defined by

(pq)(x,B) =
ˆ

p(x, dy) q(y,B) for any x ∈ S,B ∈ B.

The equations in (0.7) are called the Chapman-Kolmogorov equations. They correspond to the consis-
tency conditions in (0.4). Note, however, that we are now assuming that the consistency conditions hold
everywhere. This will allow us to relate a family of Markov processes with arbitrary starting points and
starting times to a transition function.
The reason for considering sub-probability instead of probability kernels is that mass may be lost during

the evolution if the process has a finite life-time. We extend transition functions of sub-probability kernels
on (S,B) to transition functions of probability kernels on (S∆,B∆) by setting ps,t (∆, ·) := δ∆, and

ps,t (x, {∆}) := 1 − ps,t (x,S) for any x ∈ S and s ≤ t . (0.8)

viii University of Bonn



1. Transition functions and Markov processes

Example (Discrete and absolutely continuous transition kernels). Asub-probability kernel on a count-
able set S takes the form p(x, {y}) = p(x, y)where p : S×S → [0,1] is a non-negative function satisfying∑
y∈S

p(x, y) ≤ 1. More generally, let λ be a non-negative measure on a general Polish state space (e.g. the

counting measure on a discrete space or Lebesgue measure on Rn). If p : S × S → R+ is a measurable
function satisfying ˆ

p(x, y)λ(dy) ≤ 1 for any x ∈ S,

then p is the density of a sub-probability kernel given by

p(x,B) =
ˆ
B

p(x, y)λ(dy).

The collection of corresponding densities ps,t (x, y) for the kernels of a transition function w.r.t. a fixed
measure λ is called a transition density. Note, however, that many interesting Markov processes on
general state spaces do not possess a transition density w.r.t. a natural reference measure. A simple
example is the Random Walk Metropolis algorithm on Rd . This Markov chain moves in each time step
with a positive probability according to an absolutely continuous transition density, whereas with the
opposite probability, it stays at its current position, see Section 3.2 below.

Definition 0.2 (Markov process with transition function ps,t). Let ps,t (s, t ∈ I with s ≤ t) be a transition
function on (S,B), and let (Ft )t∈I be a filtration on a probability space (Ω,A,P).

1) A stochastic process (Xt )t∈I on (Ω,A,P) with values in S∆ is called an (Ft) Markov process with
transition function (ps,t) iff it is (Ft ) adapted, and

(MP) P[Xt ∈ B|Fs] = ps,t (Xs,B) P-a.s. for any s ≤ t and B ∈ B.

2) It is called time-homogeneous iff the transition function is time-homogeneous, i.e., iff there exist
sub-probability kernels pt (t ∈ I) such that

ps,t = pt−s for any s ≤ t .

Notice that time-homogeneity does not mean that the law of Xt is independent of t; it is only a property
of the transition function. For the transition kernels (pt )t∈I of a time-homogeneous Markov process, the
Chapman-Kolmogorov equations take the simple form

ps+t = pspt for any s, t ∈ I . (0.9)

A time-inhomogeneous Markov process (Xt )with state space S can be identified with the time-homogeneous
Markov process (t,Xt ) on the enlarged state space R+ × S :

Exercise (Reduction to time-homogeneous case). Let ((Xt )t∈I ,P) be aMarkov process with transition
function (ps,t ). Show that for any t0 ∈ I the time-space process X̂t = (t0+ t,Xt0+t ) is a time-homogeneous
Markov process with state space R+ × S and transition function

p̂t ((s, x), ·) = δs+t ⊗ ps,s+t (x, ·).

Kolmogorov’s Theorem states that for any transition function and any given initial distribution there is a
unique canonical Markov process on the product space

Ωcan = SI
∆
= {ω : I → S∆}.

A. Eberle Markov Processes (v. July 7, 2020) ix
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Indeed, let Xt : Ωcan → S∆,Xt (ω) = ω(t), denote the evaluation at time t, and endow Ωcan with the product
σ-algebra

Acan =
⊗
t∈I

B∆ = σ(Xt : t ∈ I).

Theorem 0.3 (Kolmogorov’s Theorem). Let ps,t (s, t ∈ I with s ≤ t) be a transition function on (S,B).
Then for any probability measure ν on (S,B), there exists a unique probability measure Pν on (Ωcan,Acan)

such that ((Xt )t∈I ,Pν) is aMarkov processwith transition function (ps,t ) and initial distribution Pν◦X−1
0 = ν.

Since the Markov property (MP) is equivalent to the fact that the finite-dimensional marginal laws of the
process are given by(

Xt0,Xt1, . . . ,Xtn

)
∼ µ(dx0)p0,t1(x0, dx1)pt1,t2(x1, dx2) · · · ptn−1,tn (xn−1, dxn)

for any 0 = t0 ≤ t1 ≤ · · · ≤ tn, the proof of Theorem 0.3 is a consequence of Kolmogorov’s extension theorem
(which follows from Carathéodory’s extension theorem). Thus Theorem 0.3 is a purely measure-theoretic
statement. Its main disadvantage is that the space SI is too large and the product σ-algebra is too small
when I = R+. Indeed, in this case important events such as the event that the process (Xt )t≥0 has continuous
trajectories are not measurable w.r.t. Acan. Therefore, in continuous time we will usually replace Ωcan by
the space D(R+,S∆) of all right-continuous functions ω : R+ → S∆ with left limits ω(t−) for any t > 0.
To realize a Markov process with a given transition function on Ω = D(R+,S∆) requires modest additional
regularity conditions, cf. e.g. Rogers & Williams I [49].

For x ∈ S and t0 ∈ I, we denote by P(t0)x the canonical measure corresponding to the initial distribution δx
and the time-shifted transition kernels

p(t0)s,t = pt0+s,t0+t .

In particular, in the time-homogeneous case, p(t0)s,t = ps,t for any t0, whence P(t0)x coincides with the law Pδx
of the original Markov process starting at x.

Theorem 0.4 (Markov properties). Let (Xt )t∈I be a stochastic process with state space (S∆,B∆) defined
on a probability space (Ω,A,P). Then the following statements are equivalent:

(i) (Xt,P) is a Markov process with initial distribution ν and transition function (ps,t ).

(ii) For any n ∈ Z+ and 0 = t0 ≤ t1 ≤ . . . ≤ tn,

(Xt0,Xt1, . . . ,Xtn ) ∼ ν ⊗ pt0,t1 ⊗ pt1,t2 ⊗ · · · ⊗ ptn−1,tn w.r.t. P.

(iii) (Xt )t∈I ∼ Pν.

(iv) For any s ∈ I, P(s)Xs
is a version of the conditional distribution of (Xt )t≥s given F X

s , i.e.,

E[F((Xt )t≥s)|F
X
s ] = E (s)Xs

[F] P-a.s.

for any Acan-measurable function F : Ωcan → R+.

x University of Bonn



2. Some classes of Markov processes

2. Some classes of Markov processes

Markov chains

Markov processes (Xt )t∈Z+ in discrete time are called Markov chains. The transition function of a Markov
chain is completely determined by its one-step transition kernels πn = pn−1,n (n ∈ N). Indeed, by the
Chapman-Kolmogorov equation,

ps,t = πs+1πs+2 · · · πt for any s, t ∈ Z+ with s ≤ t .

In particular, in the time-homogeneous case, the transition function takes the form

pt = πt for any t ∈ Z+,

where π = pn−1,n is the one-step transition kernel that does not depend on n.
The canonical law Pµ of a Markov chain with initial distribution µ on

Ωcan = S {0,1,2,... } = {(ωn)n∈Z+ : ωn ∈ S}

is the infinite product Pµ = µ ⊗ π1 ⊗ π2 ⊗ π3 ⊗ . . . . In particular,

(X0, . . . ,Xn) ∼ µ ⊗ π1 ⊗ π2 ⊗ · · · ⊗ πn for any n ≥ 0.

For Markov chains, the Markov property (iv) in Theorem 0.4 says that for any n ∈ Z+, P(n)Xn
is a version of

the conditional distribution of (Xn,Xn+1, . . .) given (X0,X1, . . . ,Xn), i.e.,

E[F(Xn,Xn+1, . . . )|X0, . . . ,Xn] = E (n)Xn
[F] P-a.s.

for any Acan-measurable function F : Ωcan → R+.

One way in which Markov chains frequently arise in applications is as random dynamical systems: A
stochastic process on a probability space (Ω,A,P) defined recursively by

Xn+1 = Φn+1(Xn,Wn+1) for n ∈ Z+ (0.10)

is a Markov chain if X0 : Ω→ S and W1,W2, · · · : Ω→ T are independent random variables taking values in
measurable spaces (S,B) and (T,C), and Φ1,Φ2, . . . are measurable functions from S ×T to S. The one-step
transition kernels are

πn(x,B) = P[Φn(x,Wn) ∈ B],

and the transition function is given by

ps,t (x,B) = P[Xt (s, x) ∈ B],

where Xt (s, x) for t ≥ s denotes the solution of the recurrence relation (0.10) with initial value Xs(s, x) = x
at time s. The Markov chain is time-homogeneous if the random variables Wn are identically distributed,
and the functions Φn coincide for all n ∈ N.

On a Polish state space S, every Markov chain can be represented as a random dynamical system in the
form

Xn+1 = Φn+1(Xn,Wn+1)

with independent random variables X0,W1,W2,W3, . . . and measurable functions Φ1,Φ2,Φ3, . . . , see e.g.
Kallenberg [27]. Often such representations arise naturally:

A. Eberle Markov Processes (v. July 7, 2020) xi
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Example. 1) Random Walk on Rd. A d-dimensional Random Walk is defined by a recurrence
relation Xn+1 = Xn+Wn+1 with i.i.d. randomvariablesW1,W2,W3, ... : Ω→ Rd and a independent
initial value X0 : Ω→ Rd .

2) Reflected Random Walk on S ⊂ Rd. There are several possibilities for defining a reflected
random walk on a measurable subset S ⊂ Rd . The easiest is to set

Xn+1 = Xn +Wn+11{Xn+Wn+1∈S }

with i.i.d. random variables Wi : Ω→ Rd . One application where reflected random walks are of
interest is the simulation of hard-core models. Suppose there are d particles of diameter r in a
box B ⊂ R3. The configuration space of the system is given by

S =
{
(x1, . . . , xd) ∈ R3d : xi ∈ B and |xi − xj | > r ∀i , j

}
.

If the law of the increments is invariant under reflection, i.e., −Wn ∼ Wn, then the uniform
distribution on S is a stationary distribution of the reflected random walk on S defined above.

3) State Space Models with additive noise. Several important models of Markov chains in Rd are
defined by recurrence relations of the form

Xn+1 = Φ(Xn) +Wn+1

with i.i.d. random variables Wi (i ∈ N). Besides random walks these include e.g. linear state
space models where

Xn+1 = AXn +Wn+1 for some matrix A ∈ Rd×d,

and stochastic volatility models defined e.g. by

Xn+1 = Xn + eVn/2Wn+1,

Vn+1 = m + α(Vn − m) + σZn+1

with constants α,σ ∈ R+,m ∈ R, and i.i.d. random variables Wi and Zi . In the latter class of
models Xn stands for the logarithmic price of an asset and Vn for the logarithmic volatility.

Markov chains in continuous time

If (Yn)n∈Z+ is a time-homogeneous Markov chain on a probability space (Ω,A,P), and (Nt )t≥0 is a Poisson
process with intensity λ > 0 on (Ω,A,P) that is independent of (Yn)n∈Z+ then the process

Xt = YNt , t ∈ [0,∞),

is a time-homogeneous Markov process in continuous time, see e.g. [18]. Conditioning on the value of Nt

shows that the transition function is given by

pt (x,B) =
∞∑
k=0

e−λt
(λt)k

k!
πk(x,B) = eλt(π−I )(x,B).

The construction can be generalized to time-inhomogeneous jump processes with finite jump intensities, but
in this case the processes (Yn) and (Nt ) determining the positions and the jump times are not necessarily
Markov processes on their own, and they are not necessarily independent of each other, see Section 5.1
below.
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2. Some classes of Markov processes

Diffusion processes

ABrownianmotion ((Bt )t≥0,P) taking values inRn is a time-homogeneousMarkov process with continuous
sample paths t 7→ Bt (ω) and transition density

pt (x, y) = (2πt)−n/2 exp
(
−
|x − y |2

2t

)
with respect to the n-dimensional Lebesgue measure λn. In general, Markov processes with continuous
sample paths are called diffusion processes. It can be shown that a solution to an Itô stochastic differential
equation of the form

dXt = b(t,Xt )dt + σ(t,Xt )dBt, X0 = x0, (0.11)

is a diffusion process if, for example, the coefficients are Lipschitz continuous functions b : R+ × Rn → Rn
and σ : R+ × Rn → Rn×d, and (Bt )t≥0 is a Brownian motion in Rd. In this case, the transition function is
usually not known explicitly.

Example (Ornstein-Uhlenbeck process). The Ornstein-Uhlenbeck process is the solution to the SDE
(0.11) with b(t, x) = −γx and σ(t, x) = Id where γ > 0 is a fixed parameter. The solution to this linear
SDE is a Gaussian process that can be computed explicitly by variation of constants. It is given by

Xt = e−γt X0 +

ˆ t

0
eγ(t−s) dBs

where the integral is an Itô integral. Observe that the influence of the initial condition decays exponen-
tially.

Markov processes with finite life-time

Given an arbitrary Markov process and a possibly time and state dependent rate function, we can define
another Markov process that follows the same dynamics until it eventually dies with the given rate.
We first consider the discrete time case. Let (Xn)n∈Z+ be the original Markov chain with state space

S and transition probabilities πn, and suppose that the death rates are given by measurable functions
wn : S × S → [0,∞], i.e., the survival probability is e−wn(x,y) if the Markov chain is jumping from x to
y in the n-th step. Let En (n ∈ N) be independent exponential random variables with parameter 1 that are
also independent of the Markov chain (Xn). Then we can define a Markov chain with state space S Û∪{∆}
recursively by Xw

0 = X0,

Xw
n =

{
Xn if Xw

n−1 , ∆ and En > wn(Xn−1,Xn),

∆ otherwise.

Example (Absorption and killing on the boundary). If D is a measurable subset of S, and we set

wn(x, y) =
{

0 for y ∈ D,
∞ for y ∈ S\D,

then the Markov chain (Xw
n ) is killed when exiting the domain D for the first time. Note that (Xw

n ) differs
slightly from the Markov chain with absorption at the boundary that is defined as

XD
n = Xn∧T ,

where T = min{n ≥ 0 : Xn < D} is the first exit time from D.

Lemma 0.5. The process (Xw
n ) is aMarkov chain on S∆w.r.t. the filtrationFn = σ(X0,X1, . . . ,Xn,E1, . . . ,En).

The transition probabilities are given by

πwn (x, dy) = e−wn(x,y)πn(x, dy) +
(
1 −
ˆ

e−wn(x,z)πn(x, dz)
)
δ∆(dy) for x ∈ S,

πwn (∆, ·) = δ∆ .
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Proof. For any Borel subset B of S,

P
[
Xw
n+1 ∈ B|Fn

]
= E

[
P

[
Xw
n ∈ S,Xn+1 ∈ B,En+1 > wn(Xn,Xn+1)|σ(X0:∞,E1:n)

]
|Fn

]
= E

[
1S(Xw

n )1B(Xn+1)e−wn+1(Xn ,Xn+1) |Fn

]
= 1S(Xw

n )

ˆ
B

e−wn+1(Xn ,y)πn+1(Xn, dy) = πn+1(Xw
n ,B).

Here we have used the properties of conditional expectations and theMarkov property for (Xn). The assertion
follows since the σ-algebra on S ∪ {∆} is generated by the sets in B, and B is stable under intersections. �

In continuous time, we can not use a step-by-step construction of a Markov process with a given death
rate. However, the memoryless property of the exponential distribution ensures that the following alternative
construction leads to an equivalent result. Let (Xt )t∈R+ be a time-homogeneous Markov process on (Ω,A,P)
with state space (S,B), and suppose that the death rate is given by a measurable functionV : R+×S → [0,∞].
Then the accumulated death rate up to time t is given by setting

At =

ˆ t

0
V(s,Xs) ds.

We define the corresponding process (XV
t )t∈R+ with death rate V by

XV
t =

{
Xt if At < E,
∆ if At ≥ E,

ζ = inf{t ≥ 0 : XV
t = ∆} = inf{t ≥ 0 : At ≥ E},

where E is an exponential random variable with parameter 1 that is independent of the process (Xt ).

Lemma 0.6. The process (XV
t ) is a Markov process on S∆ w.r.t. the filtration Ft = σ(D, {s < ζ } : D ∈

F X
t , s ∈ [0, t]). The transition probabilities are given by

pVs,t (x,B) = Ex

[
exp

(
−

ˆ t−s

0
V(s + u,Xu) du

)
; Xt−s ∈ B

]
for x ∈ S and B ∈ B,

pVs,t (∆, ·) = δ∆.

Proof. Fix B ∈ B and 0 ≤ s ≤ t. We are going to show that

P[XV
t |Fs] = pVs,t (Xs,B) P-a.s (0.12)

To this end we observe that the σ-algebra Fs is generated by the collection of events of the form D∩ {r < ζ }

with D ∈ Fs and r ∈ [0, s]. Furthermore, for events of this form, a computation based on the Markov
property for the original process (Xt ) and on the properties of conditional expectations yields

P
[
{XV

t ∈ B} ∩ D ∩ {r < ζ }
]
= P [{Xt ∈ B} ∩ D ∩ {t < ζ }]

= E
[
P

[
t < ζ |F X

∞

]
; {Xt ∈ B} ∩ D

]
= E [exp(−At ); {Xt ∈ B} ∩ D]

= E
[
exp(−As)1D E

[
exp

(
−

ˆ t

s

V(s + u,Xu) du
)

1B(Xt )

����F X
s

] ]
= E

[
pVs,t (Xs,B); D ∩ {s < ζ }

]
= E

[
pVs,t (Xs,B); D ∩ {r < ζ }

]
.

Here we have used in the first and last step that {t < ζ } ⊆ {s < ζ } ⊆ {r < ζ } and ps,t (Xs,B) = 0 on
s ≥ ζ . The assertion follows since the collection of events generating Fs considered above is stable under
intersections. �

Exercise. Complete the proof by verifying that (ps,t ) is indeed a transition function.
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3. Generators and Martingales

3. Generators and Martingales

Since the transition function of a Markov process is usually not known explicitly, one is looking for other
natural ways to describe the evolution. An obvious idea is to consider the rate of change of the transition
probabilities or expectations at a given time t.

In discrete time this is straightforward: For f ∈ Fb(S) and t ≥ 0,

E[ f (Xt+1) − f (Xt )|Ft ] = (Lt f )(Xt ) P-a.s. (0.13)

where Lt : Fb(S) → Fb(S) is the linear operator defined by

(Lt f )(x) = (πt+1 f ) (x) − f (x) =
ˆ
πt+1(x, dy) ( f (y) − f (x)) .

Lt is called the generator at time t - in the time homogeneous case it does not depend on t.

Example. 1) Simple random walk on Z. Here π(x, ·) = 1
2δx+1 +

1
2δx−1. Hence the generator is

given by the second difference (discrete Laplacian):

(L f )(x) =
1
2
( f (x + 1) + f (x − 1)) − f (x) =

1
2
[( f (x + 1) − f (x)) − ( f (x) − f (x − 1))] .

2) Random walk on Rd. A random walk on Rd with increment distribution µ can be represented as

Xn = x +
n∑

k=1
Wk (n ∈ Z+)

with independent random variables Wk ∼ µ. The generator is given by

(L f )(x) =
ˆ

f (x + w)µ(dw) − f (x) =
ˆ
( f (x + w) − f (x))µ(dw).

3) Markov chain with finite life-time. Suppose that L is the generator of a time-homogeneous
Markov chain with state space S and transition kernel π. Then the generator of the corresponding
Markov chain on S Û∪{∆} with death rate wn(x, y) is given by

(Lw
n f )(x) =

ˆ (
e−wn+1(x,y) f (y) − f (x)) π(x, dy)

)
for x ∈ S.

In particular, if wn+1(x, y) = vn(x) for measurable functions v0, v1, . . . (i.e., the death rate in the
next step only depends on the current position), then

Lw
n f = e−vnL f + (e−vn − 1) f .

for any bounded measurable function f : S → R, and for any x ∈ S.

In continuous time, the situation is more involved. Here we have to consider the instantaneous rate of
change, i.e., the derivative of the transition function. We would like to define

(Lt f )(x) = lim
h↓0

(pt ,t+h f )(x) − f (x)
h

= lim
h↓0

1
h

E[ f (Xt+h) − f (Xt )|Xt = x]. (0.14)

By an informal calculation based on the Chapman-Kolmogorov equation, we could then hope that the
transition function satisfies the differential equations

(FE)
d
dt

ps,t f =
d

dh
(
ps,tpt ,t+h f

)
|h=0 = ps,tLt f , and (0.15)

(BE) −
d
ds

ps,t f = −
d

dh
(
ps,s+hps+h,t f

)
|h=0 + ps,sLsps,t f = Lsps,t f . (0.16)
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These equations are calledKolmogorov’s forward and backward equation respectively, since they describe
the forward and backward in time evolution of the transition probabilities.
However, making these informal computations rigorous is not a triviality in general. The problem is that

the right-sided derivative in (0.14) may not exist for all bounded functions f . Moreover, different notions of
convergence on function spaces lead to different definitions of Lt (or at least of its domain). Indeed, we will
see that in many cases, the generator of a Markov process in continuous time is an unbounded linear operator
- for instance, generators of diffusion processes are (generalized) second order differential operators. One
way to circumvent these difficulties partially is the martingale problem of Stroock and Varadhan which sets
up a connection to the generator only on a fixed class of nice functions.
We first consider again the discrete time case. Here, the generator can be used immediately to identify

martingales associated to a Markov chain. Indeed if (Xn,P) is an (Fn)Markov chain with transition kernels
πn then by (0.13), for any f ∈ Fb(S), the process M [ f ] defined by

M [ f ]n = f (Xn) −

n−1∑
k=0
(Lk f )(Xk), n ∈ Z+, (0.17)

is an (Fn) martingale. We even have:

Theorem 0.7 (Martingale problem characterization of Markov chains). Let Xn : Ω → S be an (Fn)
adapted stochastic process defined on a probability space (Ω,A,P). Then (Xn,P) is an (Fn)Markov chain
with transition kernels πn if and only if the process M [ f ] defined by (0.17) is an (Fn) martingale for every
function f ∈ Fb(S).

The proof is a direct consequence of the fact that (Xn,P) is an (Fn)Markov chain with transition kernels
πn if and only if (0.13) holds for any f ∈ Fb(S).

The martingale problem provides a Doob decomposition for arbitrary bounded functions of a Markov
chain into a martingale and a predictable process:

f (Xn) = M [ f ]n + A[ f ]n , where A[ f ]n :=
n−1∑
k=0
(Lk f )(Xk) is Fn−1-measurable.

This decomposition can also be extended to time-dependent functions. Indeed, if (Xn,P) is a Markov chain
with state space S and transition kernels πn, then the time-space process X̂n := (n,Xn) is a time-homogeneous
Markov chain with state space Z+ × S. Let

(L̂ f )(n, x) =
ˆ
πn+1(x, dy)( f (n + 1, y) − f (n, x))

= (Ln f (n + 1, ·))(x) + f (n + 1, x) − f (n, x)

denote the corresponding time-space generator.

Corollary 0.8 (Time-dependent martingale problem for Markov chains). Let Xn : Ω → S be an (Fn)
adapted stochastic process defined on a probability space (Ω,A,P). Then (Xn,P) is an (Fn)Markov chain
with transition kernels π1, π2, . . . if and only if the processes

M [ f ]n := f (n,Xn) −

n−1∑
k=0
(L̂ f )(k,Xk) (n ∈ Z+)

are (Fn) martingales for all functions f ∈ Fb(Z+ × S).
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3. Generators and Martingales

Proof. By definition, the process (Xn,P) is a Markov chain with transition kernels πn if and only if the
time-space process ((n,Xn),P) is a time-homogeneous Markov chain with transition kernel π̂((n, x), ·) =
δn+1 ⊗ πn+1(x, ·). The assertion now follows from Theorem 0.7. �

We now return to general Markov processes. Let A be a linear space of bounded measurable functions
on (S,B), and let Lt : A → F(S), t ∈ I, be a collection of linear operators with domain A taking values in
the space F (S) of measurable (not necessarily bounded) functions on (S,B).

Definition 0.9 (Martingale problem). A stochastic process ((Xt )t∈I ,P) that is adapted to a filtration (Ft )
is said to be a solution of the martingale problem for ((Lt)t∈I,A) iff the real valued processes

M f
t = f (Xt ) −

t−1∑
s=0
(Ls f )(Xs) if I = Z+, resp.

M f
t = f (Xt ) −

ˆ t

0
(Ls f )(Xs) if I = R+,

are (Ft ) martingales for all functions f ∈ A. Here it is implicitly assumed that the integral exists almost
surely, and defines an integrable random variable.

We have remarked above that in the discrete time case, a process ((Xt ),P) is a solution to the martingale
problem w.r.t. the operators Ls = πs − I with domain A = Fb(S) if and only if it is a Markov chain with
one-step transition kernels πs. Again, in continuous time the situation is much more tricky since the solution
to the martingale problem may not be unique, and not all solutions are Markov processes. Indeed, the price
to pay in the martingale formulation is that it is usually not easy to establish uniqueness. Nevertheless, if
uniqueness holds, and even in cases where uniqueness does not hold, the martingale problem turns out to
be a powerful tool for deriving properties of a Markov process in an elegant and general way. This together
with stability under weak convergence turns the martingale problem into a fundamental concept in a modern
approach to Markov processes.

Example. 1) Markov chains. As remarked above, a Markov chain solves the martingale problem
for the operators (Lt,Fb(S)) where (Lt f )(x) =

´
( f (y) − f (x))πt (x, dy).

2) Continuous time Markov chains. A continuous time process Xt = YNt constructed from a
time-homogeneous Markov chain (Yn)n∈Z+ with transition kernel π and an independent Poisson
process (Nt )t≥0 solves the martingale problem for the operator (L,Fb(S)) defined by

(L f )(x) =
ˆ
( f (y) − f (x))q(x, dy)

where q(x, dy) = λπ(x, dy) are the jump rates of the process (Xt )t≥0. More generally, we
will construct in Section 5.1 Markov jump processes with general finite time-dependent jump
intensities qt (x, dy).

3) Diffusion processes. By Itô’s formula, a Brownian motion in Rn solves the martingale problem
for

L f =
1
2
∆ f with domain A = C2

b(R
n).

More generally, an Itô diffusion solving the stochastic differential equation (0.11) solves the
martingale problem for

Lt f = b(t, x) · ∇ f +
1
2

n∑
i, j=1

ai j(t, x)
∂2 f

∂xi∂xj
, A = C∞0 (R

n),

where a(t, x) = σ(t, x)σ(t, x)T . This is again a consequence of Itô’s formula, cf. Stochastic
Analysis, e.g. [16, 17].
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4. Strong Markov property

For time homogeneousMarkov processes in discrete time, the Markov property is equivalent to the following
strong Markov property:

Exercise (Strong Markov property for time homogeneous Markov chains). Let (Xn,Px) be a time
homogeneous (Fn)Markov chain on the state space (S,B) with transition kernel π(x, dy). Show that for
every (F X

n ) stopping time T : Ω→ Z+ ∪ {∞}, and every Acan-measurable function F : Ωcan → R+,

E
[
F(XT ,XT+1, . . . )|F

X
T

]
= EXT [F] P-a.s. on {T < ∞}.

For Markov processes in continuous time, corresponding strong Markov properties hold under an additional
regularity condition on the transition function.

Exercise (Strong Markov property in continuous time). Suppose that (Xt,Px) is a time homogeneous
(Ft )Markov process in continuous time with state space Rd and transition semigroup (pt ).

a) Let T be an (Ft ) stopping time taking only the discrete values ti = ih, i ∈ Z+, for some fixed
h ∈ (0,∞). Prove that for every initial value x ∈ Rd and every non-negative measurable function
F : (Rd)[0,∞) → R,

Ex [F(XT+•)|FT ] = EXT [F(X)] Px-almost surely. (0.18)

b) The transition semigroup (pt ) is called Feller iff for every t ≥ 0 and every bounded continuous
function f : Rd → R, x 7→ (pt f )(x) is continuous. Prove that if t 7→ Xt (ω) is right continuous
for all ω and (pt ) is a Feller semigroup, then the strong Markov property (0.18) holds for every
(Ft ) stopping time T : Ω→ [0,∞).
Hint: Show first that for any t ≥ 0 and f ∈ Cb(R

d),

Ex [ f (XT+t )|FT ] = EXT [ f (Xt )] Px-almost surely.

5. Stability and asymptotic stationarity

Aquestion of fundamental importance in the theory ofMarkov processes are the long-time stability properties
of the process and its transition function. In the time-homogeneous case that we will mostly consider here,
many Markov processes approach an equilibrium distribution µ in the long-time limit, i.e.,

Law(Xt ) → µ as t →∞ (0.19)

w.r.t. an appropriate notion of convergence of probability measures. The limit is then necessarily a stationary
distribution for the transition kernels, i.e.,

µ(B) = (µpt )(B) =
ˆ

µ(dx)pt (x,B) for any t ∈ I and B ∈ B.

More generally, the laws of the trajectories Xt:∞ = (Xs)s≥t from time t onwards converge to the law Pµ of
the Markov process with initial distribution µ, and ergodic averages approach expectations w.r.t. Pµ, i.e.,

1
t

t−1∑
n=0

F(Xn,Xn+1, . . . ) →

ˆ
SZ+

FdPµ, (0.20)

1
t

ˆ t

0
F(Xs:∞)ds→

ˆ
D(R+,S)

FdPµ respectively (0.21)

w.r.t. appropriate notions of convergence.
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5. Stability and asymptotic stationarity

Statements as in (0.20) and (0.21) are called ergodic theorems. They provide far-reaching generalizations
of the classical law of large numbers. We will spend a substantial amount of time on proving convergence
statements as in (0.19), (0.20) and (0.21) w.r.t. different notions of convergence, and on quantifying the
approximation errors asymptotically and non-asymptotically w.r.t. different metrics. This includes studying
the existence and uniqueness of stationary distributions. In particular, we will see in Section 5.4 that for
Markov processes on infinite dimensional spaces (e.g. interacting particle systems with an infinite number
of particles), the non-uniqueness of stationary distributions is often related to a phase transition. On spaces
with high finite dimension the phase transition will sometimes correspond to a slowdown of the equilibra-
tion/mixing properties of the process as the dimension (or some other system parameter) tends to infinity.

In the first part of these notes, we study ergodic properties. We start in Chapter 1 by applying martingale
theory to Markov processes in discrete and continuous time. Chapter 2 focuses on ergodic theorems and
bounds for ergodic averages as in (0.20) and (0.21). A key idea in the theory of Markov processes is to
relate long-time properties of the process to short-time properties described in terms of its generator. Two
important approaches for doing this are the coupling/transportation approach considered in Chapter 3, and
the L2/Dirichlet form approach considered in Chapter 9.
In the second part, we outline several approaches for constructing Markov processes in continuous time.

Chapter 5 contains direct probabilistic constructions for jump processes with finite jump intensity and for
interacting particle systems. In the latter case, there may be infinitely jumps in a finite time interval. Other
jump processes with infinite jump intensities (e.g. general Lévy processes as well as jump diffusions) are
constructed and analysed in the stochastic analysis course. Chapter 4 discusses the characterization of
Markov processes in terms of their generator in depth, and it outlines the construction of Feller processes
starting from the generator. Finally, Chapter 6 introduces a general and powerful approach for constructing
Markov processes as limits of solutions to approximating martingale problems.
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Ergodicity
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1. Lyapunov functions and stochastic stability

In applications it is often not possible to identify relevant martingales explicitly. Instead one is frequently
using supermartingales (or, equivalently, submartingales) to derive upper or lower bounds on expectation
values one is interested in. It is then convenient to drop the integrability assumption in the martingale
definition:

Definition 1.1 (Non-negative supermartingale). Let I = Z+ or I = R+. A real-valued stochastic process
((Mt )t∈I ,P) is called a non-negative supermartingale w.r.t. a filtration (Ft ) if and only if for any s, t ∈ I
with s ≤ t,

(i) Mt ≥ 0 P-almost surely,

(ii) Mt is Ft -measurable, and

(iii) E[Mt |Fs] ≤ Ms P-almost surely.

The optional stopping theorem and the supermartingale convergence theorem have versions for non-
negative supermartingales. Indeed by Fatou’s lemma,

E[MT ; T < ∞] ≤ lim inf
n→∞

E[MT∧n] ≤ E[M0]

holds for an arbitrary (Ft ) stopping time T : Ω → I ∪ {∞}. Similarly, the limit M∞ = limt→∞ Mt exists
almost surely in [0,∞).

Lyapunov functions are functions of Markov processes that are supermartingales outside of a bounded
subset of the state space. They can be applied effectively in order to prove asymptotic properties of Markov
processes such as recurrence, existence of stationary distributions, and different forms of ergodicity.

1.1. Potential theory for Markov chains

Let S be a Polish space endowed with its Borel σ-algebra B. We consider a canonical time-homogeneous
Markov chain (Xn,Px) with state space (S,B) and one-step transition kernel π. The corresponding generator
is given by

(L f )(x) = (π f )(x) − f (x) = Ex[ f (X1) − f (X0)]

By Theorem 0.7,
M [ f ]n = f (Xn) −

∑
i<n

(L f )(Xi)

is a martingale w.r.t. (F X
n ) and Px for any x ∈ S and f ∈ Fb(S). Similarly, one easily verifies that if the

inequality L f ≤ −c holds for non-negative functions f , c ∈ F+(S), then the process

M [ f ,c]n = f (Xn) +
∑
i<n

c(Xi)
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1. Lyapunov functions and stochastic stability

is a non-negative supermartingale w.r.t. (F X
n ) and Px for any x ∈ S. By applying optional stopping to these

processes, we will derive upper bounds for various expectations of the Markov chain.
Let D ∈ B be a measurable subset of S. We define the exterior boundary of D w.r.t. the Markov chain as

∂D =
⋃
x∈D

supp π(x, ·) \ D

where the support supp(µ) of a measure µ on (S,B) is defined as the smallest closed set A such that µ
vanishes on Ac. Thus, open sets contained in the complement of D ∪ ∂D can not be reached by the Markov
chain in a single transition step from D.

Example. (i) For the simple random walk on Zd , the exterior boundary of a subset D ⊂ Zd is given
by

∂D = {x ∈ Zd \ D : |x − y | = 1 for some y ∈ D}.

(ii) For the ball walk on Rd with transition kernel

π(x, ·) = Unif (B(x,r)) ,

the exterior boundary of a Borel set D ∈ B is the r-neighbourhood

∂D = {x ∈ Rd \ D : dist(x,D) ≤ r}.

Let
T = min{n ≥ 0 : Xn ∈ Dc}

denote the first exit time from D. Then for any x ∈ D,

XT ∈ ∂D Px-a.s. on {T < ∞}.

Our aim is to compute or bound expectations of the form

u(x) = Ex

[
exp

(
−

T−1∑
i=0

w(Xi)

)
f (XT ) ; T < ∞

]
+ Ex

[
T−1∑
n=0

exp

(
−

n−1∑
i=0

w(Xi)

)
c(Xn)

]
(1.1)

for given non-negative measurable functions f : ∂D → R+, and c,w : D → R+. The general expression
(1.1) combines a number of important probabilities and expectations related to the Markov chain:

Example. (i) Exit probability from D. w ≡ 0, c ≡ 0, f ≡ 1:

u(x) = Px[T < ∞].

(ii) Law of the exit point XT . w ≡ 0, c ≡ 0, f = 1B for some measurable subset B ⊂ ∂D :

u(x) = Px[XT ∈ B; T < ∞].

For instance, if ∂D is the disjoint union of sets A and B and f = 1B then u(x) = Px[TB < TA].

(iii) Mean exit time from D. w ≡ 0, f ≡ 0, c ≡ 1:

u(x) = Ex[T].

(iv) Average occupation time of B before exiting D. w ≡ 0, f ≡ 0, c = 1B: u(x) = GD(x,B), where

GD(x,B) = Ex

[
T−1∑
n=0

1B(Xn)

]
=

∞∑
n=0

Px[Xn ∈ B,n < T].

GD is called the potential kernel or Green kernel of the domain D.
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1.1. Potential theory for Markov chains

(v) Laplace transform of mean exit time. c ≡ 0, f ≡ 1,w ≡ λ for some constant λ ≥ 0:

u(x) = Ex[exp (−λT)].

(vi) Laplace transform of occupation time. c ≡ 0, f ≡ 1,w = λ1B for some λ > 0,B ⊂ D:

u(x) = Ex

[
exp

(
−λ

T−1∑
n=0

1B(Xn)

)]
.

The next fundamental theorem shows that supersolutions to an associated boundary value problem provide
upper bounds for expectations of the form (1.1). This observation is crucial for studying stability properties
of Markov chains.

Theorem 1.2 (Maximum principle). Suppose v ∈ F+(S) is a non-negative function satisfying

Lv ≤ (ew − 1)v − ewc on D, (1.2)
v ≥ f on ∂D.

Then u ≤ v.

The proof will be given below. It is an application of the optional stopping theorem for non-negative
supermartingales. The expectation u(x) can be identified precisely as the minimal non-negative solution of
the corresponding boundary value problem:

Theorem 1.3 (Dirichlet problem, Poisson equation, Feynman-Kac formula). The function u is themin-
imal non-negative solution of the boundary value problem

Lv = (ew − 1)v − ewc on D, (1.3)
v = f on ∂D.

If c ≡ 0, f is bounded, and T < ∞ Px-almost surely for any x ∈ S, then u is the unique bounded solution
of (1.3).

We first prove both theorems in the case w ≡ 0. The extension to the general case will be discussed
afterwards. The proof for w ≡ 0 is based on the following simple observation:

Lemma 1.4 (Locally superharmonic functions and supermartingales). Let A ∈ B and suppose that V ∈
F+(S) is a non-negative function satisfying

LV ≤ −c on S \ A

for a non-negative function c ∈ F+(S \ A). Then the process

Mn = V(Xn∧TA) +
∑

i<n∧TA

c(Xi) (1.4)

is a non-negative supermartingale.

The elementary proof of the lemma is left as an exercise.
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1. Lyapunov functions and stochastic stability

Proof (of Theorem 1.2 for w ≡ 0). Let v ∈ F+(S) such that Lv ≤ −c on D. Then by the lemma,

Mn = V(Xn∧T ) +
∑

i<n∧T

c(Xi)

is a non-negative supermartingale. In particular, (Mn) converges almost surely to a limit M∞ ≥ 0, and thus
MT is defined and non-negative even on {T = ∞}. If v ≥ f on ∂D then

MT ≥ f (XT )1{T<∞} +
T−1∑
i=0

c(Xi). (1.5)

Therefore, by optional stopping combined with Fatou’s lemma,

u(x) ≤ Ex[MT ] ≤ Ex[M0] = v(x). (1.6)
�

Proof (of Theorem 1.3 for w ≡ 0). By Theorem 1.2, all non-negative solutions v of (1.3) dominate u from
above. This proves minimality. Moreover, if c ≡ 0, f is bounded, and T < ∞ Px-a.s. for any x, then (Mn)

is a bounded martingale, and hence all inequalities in (1.5) and (1.6) are equalities. Thus if a non-negative
solution of (1.3) exists then it coincides with u, i.e., uniqueness holds.
It remains to verify that u satisfies (1.19). This can be done by conditioning on the first step of the Markov

chain: For x ∈ D, we have T ≥ 1 Px-almost surely. In particular, if T < ∞ then XT coincides with the exit
point of the shifted Markov chain (Xn+1)n≥0, and T − 1 is the exit time of (Xn+1). Therefore, the Markov
property implies that Px-almost surely,

Ex

[
f (XT )1{T<∞} +

∑
n<T

c(Xn)

����� X1

]
= c(x) + Ex

[
f (XT )1{T<∞} +

∑
n<T−1

c(Xn+1)

����� X1

]
= c(x) + EX1

[
f (XT )1{T<∞} +

∑
n<T

c(Xn)

]
= c(x) + u(X1),

and hence
u(x) = Ex [c(x) + u(X1)] = c(x) + (pu)(x),

i.e., Lu(x) = −c(x). Moreover, for x ∈ ∂D, we have T = 0 Px-almost surely and hence

u(x) = Ex[ f (X0)] = f (x). �

We now extend the results to the case w . 0. This can be done by representing the expectation in (1.3) as
a corresponding expectation with w ≡ 0 for a Markov chain with finite life-time:

Proof (Reduction of general case to w ≡ 0). We consider theMarkov chain (Xw
n )with death ratew defined

on the extended state space S Û∪{∆} by Xw
0 = X0,

Xw
n+1 =

{
Xn+1 if Xw

n , ∆ and En+1 ≥ w(Xn),

∆ otherwise ,

with independent Exp(1) distributed random variables Ei (i ∈ N) that are independent of (Xn) as well.
Setting f (∆) = c(∆) = 0 one easily verifies that

u(x) = Ex[ f (Xw
T ); T < ∞] + Ex[

T−1∑
n=0

c(Xw
n )].
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1.1. Potential theory for Markov chains

By applying Theorems 1.2 and 1.3 with w ≡ 0 to the Markov chain (Xw
n ), we see that u is the minimal

non-negative solution of
Lwu = −c on D, u = f on ∂D, (1.7)

and any non-negative supersolution v of (1.7) dominates u from above. Moreover, the boundary value
problem (1.7) is equivalent to (1.3) since

Lwu = e−wπu − u = e−wLu + (e−w − 1)u = −c if and only if Lu = (ew − 1)u − ewc.

This proves Theorem 1.2 and the main part of Theorem 1.3 in the case w . 0. The proof of the last assertion
of Theorem 1.3 is left as an exercise. �

Example (Random walks with bounded steps). We consider a random walk on R with transition step
x 7→ x +W where the increment W : Ω → R is a bounded random variable, i.e., |W | ≤ r for some
constant r ∈ (0,∞). Our goal is to derive tail estimates for passage times.

Ta = min{n ≥ 0 : Xn ≥ a}.

Note that Ta is the first exit time from the domain D = (−∞,a). Since the increments are bounded by r ,
∂D ⊂ [a,a + r]. Moreover, the moment generating function Z(λ) = E[exp (λW)],
λ ∈ R, is bounded by eλr , and for λ ≤ 0, the function v(x) = eλx satisfies

(Lv)(x) = Ex

[
eλ(x+W )

]
− eλx = (Z(λ) − 1) v(x) for x ∈ D,

v(x) ≥ eλ(a+r) for x ∈ ∂D.

By applying Theorem 1.2 with the constant functions w and f satisfying ew(x) ≡ Z(λ) and f (x) ≡ eλ(a+r)

we conclude that for any x ∈ R,

Ex

[
Z(λ)−Ta eλ(a+r); Ta < ∞

]
≤ eλx (1.8)

Indeed, it can be verified that the second part of the theorem applies even if w is a negative constant. We
now distinguish cases:

(i) E[W] > 0 : In this case, by the law of large numbers, Xn →∞ Px-a.s., and hence Px[Ta < ∞] = 1
for any x ∈ R. Moreover, for λ < 0 with |λ | sufficiently small,

Z(λ) = E[eλW ] = 1 + λE[W] +O(λ2) < 1.

Therefore, (1.8) yields the exponential moment bound

Ex

[(
1

Z(λ)

)Ta ]
≤ e−λ(a+r−x) (1.9)

for any x ∈ R and λ < 0 as above. In particular, by Markov’s inequality, the passage time Ta has
exponential tails:

Px[Ta ≥ n] ≤ Z(λ)nEx[Z(λ)−Ta ] ≤ Z(λ)ne−λ(a+r−x).

(ii) E[W] = 0 : In this case, we may have Z(λ) ≥ 1 for any λ ∈ R, and thus we can not apply the
argument above. Indeed, it is well known that for instance for the simple random walk on Z even
the first moment Ex[Ta] is infinite, cf. [18]. However, we may apply a similar approach as above
to the exit time TR\(−a,a) from a finite interval. We assume that W has a symmetric distribution,
i.e., W ∼ −W . By choosing u(x) = cos(λx) for some λ > 0 with λ(a + r) < π/2, we obtain

(Lu)(x) = E[cos(λx + λW)] − cos(λx)

= cos(λx)E[cos(λW)] + sin(λx)E[sin(λW)] − cos(λx)

= (C(λ) − 1) cos(λx)

where C(λ) := E[cos(λW)], and cos(λx) ≥ cos (λ(a + r)) > 0 for x ∈ ∂(−a,a). Here we have
used that ∂(−a,a) ⊂ [−a − r,a + r] and λ(a + r) < π/2. If W does not vanish almost surely then
C(λ) < 1 for sufficiently small λ. Hence we obtain similarly as above the exponential tail estimate

Px

[
T(−a,a)c ≥ n

]
≤ C(λ)nE

[
C(λ)−T(−a ,a)c

]
≤ C(λ)n

cos(λx)
cos(λ(a + r))

for |x | < a.
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1. Lyapunov functions and stochastic stability

1.2. Lyapunov functions and recurrence

The results in the last section already indicated that superharmonic functions can be used to control stability
properties of Markov chains, i.e., they can serve as stochastic Lyapunov functions. This idea will be
developed systematically in this and the next section. As before we consider a time-homogeneous Markov
chain (Xn,Px) with generator L = π − I on a Polish state space S endowed with the Borel σ-algebra B.

Recurrence of sets

The first return time to a set A is given by

T+A = inf{n ≥ 1 : Xn ∈ A}.

Notice that
TA = T+A · 1{X0<A},

i.e., the first hitting time and the first return time coincide if and only if the chain is not started in A.

Definition 1.5 (Harris recurrence and positive recurrence). A set A ∈ B is called Harris recurrent iff

Px[T+A < ∞] = 1 for any x ∈ A.

It is called positive recurrent iff
Ex[T+A] < ∞ for any x ∈ A.

The name “Harris recurrence” is used to be able to differentiate between several possible notions of
recurrence that are all equivalent on a discrete state space but not necessarily on a general state space, cf.
Meyn and Tweedie [40]. Harris recurrence is the most widely used notion of recurrence on general state
spaces. By the strong Markov property, the following alternative characterisations holds:

Exercise. Prove that a set A ∈ B is Harris recurrent if and only if

Px[Xn ∈ A infinitely often] = 1 for any x ∈ A.

We will now show that the existence of superharmonic functions with certain properties provides sufficient
conditions for non-recurrence, Harris recurrence and positive recurrence, respectively. Below, we will see
that for irreducibleMarkov chains on countable spaces, these conditions are essentially sharp. The conditions
are:

(LT) There exists a function V ∈ F+(S) and y ∈ S such that

LV ≤ 0 on Ac and V(y) < inf
A

V .

(LR) There exists a function V ∈ F+(S) such that

LV ≤ 0 on Ac and T{V>c } < ∞ Px-a.s. for any x ∈ S and c ≥ 0.

(LP) There exists a function V ∈ F+(S) such that

LV ≤ −1 on Ac and πV < ∞ on A.

8 University of Bonn



1.2. Lyapunov functions and recurrence

Theorem 1.6. (Foster-Lyapunov conditions for non-recurrence, Harris recurrence and
positive recurrence)

(i) If (LT) holds then
Py[TA < ∞] ≤ V(y)/inf

A
V < 1.

(ii) If (LR) holds then
Px[TA < ∞] = 1 for any x ∈ S.

In particular, the set A is Harris recurrent.

(iii) If (LP) holds then

Ex[TA] ≤ V(x) < ∞ for any x ∈ Ac, and
Ex[T+A] ≤ (πV)(x) < ∞ for any x ∈ A.

In particular, the set A is positive recurrent.

Proof. (i) If LV ≤ 0 on Ac then by Lemma 1.4, the process Mn = V(Xn∧TA) is a non-negative
supermartingale w.r.t. Px for any x. Hence by optional stopping and Fatou’s lemma,

V(y) = Ey[M0] ≥ Ey[MTA ; TA < ∞] ≥ Py[TA < ∞] · inf
A

V .

Assuming (LT), we obtain Py[TA < ∞] < 1.

(ii) Now assume that (LR) holds. Then by applying optional stopping to (Mn), we obtain

V(x) = Ex[M0] ≥ Ex[MT{V>c}
] = Ex[V(XTA∧T{V>c}

)] ≥ cPx[TA = ∞]

for any c > 0 and x ∈ S. Here we have used that T{V>c } < ∞ Px-almost surely and hence
V(XTA∧T{V>c}

) ≥ c Px-almost surely on {TA = ∞}. By letting c tend to infinity, we conclude that
Px[TA = ∞] = 0 for any x.

(iii) Finally, suppose that LV ≤ −1 on Ac. Then by Lemma 1.4,

Mn = V(Xn∧TA) + n ∧ TA

is a non-negative supermartingale w.r.t. Px for any x. In particular, (Mn) converges Px-almost surely
to a finite limit, and hence Px[TA < ∞] = 1. Thus by optional stopping and since V ≥ 0,

Ex[TA] ≤ Ex[MTA] ≤ Ex[M0] = V(x) for any x ∈ S. (1.10)

Moreover, we can also estimate the first return time by conditioning on the first step. Indeed, for x ∈ A
we obtain by (1.10):

Ex[T+A] = Ex

[
Ex[T+A |X1]

]
= Ex

[
EX1[TA]

]
≤ Ex[V(X1)] = (πV)(x)

Thus A is positive recurrent if (LP) holds. �
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1. Lyapunov functions and stochastic stability

Example (State space model on Rd). We consider a simple state space model with one-step transition

x 7→ x + hb(x) +
√

hW

where h is a positive constant, b : Rd → Rd is a measurable vector field and W : Ω → Rd is a
square-integrable random vector with E[W] = 0 and Cov(W i,W j) = δi j . The corresponding Markov
chain arises as the Euler discretization of the stochastic differential equation dXt = b(Xt ) dt + dBt driven
by a d-dimensional Brownian motion (Bt ). As a Lyapunov function we try

V(x) = |x |2/ε

where ε is a positive constant. A simple calculation shows that

ε(LV)(x) = E
[
|x + hb(x) +

√
hW |2

]
− |x |2 = |x + hb(x)|2 + h E[|W |2] − |x |2

= (2x · b(x) + h|b(x)|2 + d) h.

Therefore, the condition LV(x) ≤ −1 is satisfied if and only if

2x · b(x) + h|b(x)|2 + d ≤ −ε/h.

By choosing ε small enough we see that positive recurrence holds for the ball B(0,r) with r sufficiently
large provided

lim sup
|x |→∞

(
2x · b(x) + h|b(x)|2

)
< −d. (1.11)

This condition is satisfied in particular if outside of a ball, the radial component br (x) = x
|x | · b(x) of the

drift satisfies (1 − δ)br (x) ≤ − d
2 |x | for some δ > 0, and h|b(x)|2 ≤ −δ |x |br (x).

Exercise. Derive a sufficient condition similar to (1.11) for positive recurrence of state space models
with transition step

x 7→ x + hb(x) +
√

hσ(x)W

where b and W are chosen as in the example above, and σ is a measurable function from Rd to Rd×d .

Example (Recurrence and transience for the simple random walk on Zd). The simple randomwalk
is the Markov chain on Zd with transition probabilities π(x, y) = 1

2d if |x − y | = 1, and π(x, y) = 0
otherwise. The generator is given by

(L f )(x) =
1

2d
(∆Zd f )(x) =

1
2d

d∑
i=1
[( f (x + ei) − f (x)) − ( f (x) − f (x − ei))] .

In order to find suitable Lyapunov functions, we approximate the discrete Laplacian on Zd by the
Laplacian on Rd . By Taylor’s theorem, for f ∈ C4(Rd),

f (x + ei) − f (x) = ∂i f (x) +
1
2
∂2
ii f (x) +

1
6
∂3
iii f (x) +

1
24
∂4
iiii f (ξ),

f (x − ei) − f (x) = −∂i f (x) +
1
2
∂2
ii f (x) −

1
6
∂3
iii f (x) +

1
24
∂4
iiii f (η),

where ξ and η are intermediate points on the line segments between x and x+ei , x and x−ei , respectively.
Adding these 2d equations, we see that

∆Zd f (x) = ∆ f (x) + R(x), where |R(x)| ≤
d
12

sup
B(x,1)

‖∂4 f ‖. (1.12)

This suggests to choose Lyapunov functions that are close to harmonic functions on Rd outside a ball.
However, since there is a perturbation involved, we will not be able to use exactly harmonic functions,
but we will have to choose functions that are strictly superharmonic instead. We try

V(x) = |x |p for some p ∈ R.
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1.2. Lyapunov functions and recurrence

By the expression for the Laplacian in polar coordinates,

∆V(x) =
(

d2

dr2 +
d − 1

r
d
dr

)
rp = p · (p − 1 + d − 1) rp−2

where r = |x |. In particular, V is superharmonic on the complement of a ball if and only if p ∈ [0,2− d]
or p ∈ [2− d,0], respectively. The perturbation term can be controlled by noting that there exists a finite
constant C such that outside a ball,

‖∂4V(x)‖ ≤ C · |x |p−4.

This bound shows that the approximation of the discrete Laplacian by the Laplacian on Rd improves if
|x | is large. Indeed, by (1.12), we obtain

LV(x) =
1

2d
∆ZdV(x) ≤

p
2d
(p + d − 2)rp−2 +

C
2d

rp−4.

Thus V is superharmonic for L outside a ball provided p ∈ (0,2 − d) or p ∈ (2 − d,0), respectively. We
now distinguish cases:

d > 2 : In this case we can choose p < 0 such that LV ≤ 0 outside some ball B(0,r0). Since rp is
decreasing, we have

V(x) < inf
B(0,r0)

V for any x with |x | > r0,

and hence by Theorem 1.6,

Px[TB(0,r0) < ∞] < 1 whenever |x | > r0.

Theorem 1.8 below shows that this implies that every finite set is transient, i.e., it is almost surely visited
only finitely many times by the random walk with an arbitrary starting point.

d < 2 : In this case we can choose p ∈ (0,2 − d) to obtain LV ≤ 0 outside some ball B(0,r0). Now
V(x) → ∞ as |x | → ∞. Since lim sup |Xn | = ∞ almost surely, we see that

T{V>c } < ∞ Px-almost surely for any x ∈ Zd and c ∈ R+.

Therefore, by Theorem 1.6, the ball B(0,r0) is (Harris) recurrent. By irreducibility this implies that any
state x ∈ Zd is recurrent, cf. Theorem 1.8 below.

d = 2 : This is the critical case and therefore more delicate. The Lyapunov functions considered above
can not be used. Since a rotationally symmetric harmonic function for the Laplacian on R2 is log |x |,
it is natural to try choosing V(x) = (log |x |)α for some α ∈ R+. Indeed, one can show by choosing α
appropriately that the Lyapunov condition for recurrence is satisfied in this case as well:

Exercise (Recurrence of the two-dimensional simple random walk). Show by choosing an appropri-
ate Lyapunov function that the simple random walk on Z2 is recurrent.

Exercise (Recurrence and transience of Brownian motion). Let
(
(Bt )t∈[0,∞),Px

)
be anRd-valuedBrow-

nian motion starting at x, and let Ta = inf{t ≥ 0 : |Bt | = a}.

a) Compute Px[Ta < Tb] for a < |x | < b.

b) Show that for d ≤ 2, Brownian motion is recurrent in the sense that Px[Ta < ∞] = 1 for any
a < |x |.

c) Show that for d ≥ 3, Brownian motion is transient in the sense that Px[Ta < ∞] → 0 as |x | → ∞.

Global recurrence

For irreducible Markov chains on countable state spaces, recurrence respectively transience of an arbitrary
finite set already implies that recurrence resp. transience holds for every finite set. This allows to show that
the Lyapunov conditions for recurrence and transience are both necessary and sufficient. On general state
spaces this is not necessarily true, and proving corresponding statements under appropriate conditions is
much more delicate. We recall the results on countable state spaces, and we state a result on general state
spaces without proof. For a thorough treatment of recurrence properties for Markov chains on general state
spaces we refer to the monograph “Markov chains and stochastic stability” by Meyn and Tweedie [40].
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1. Lyapunov functions and stochastic stability

a) Countable state space

Suppose that π(x, y) = π(x, {y}) are the transition probabilities of a homogeneous Markov chain (Xn,Px)

taking values in a countable set S, and let Ty and T+y denote the first hitting resp. return time to a set {y}
consisting of a single state y ∈ S.

Definition 1.7 (Irreducibility on countable state spaces). The transition matrix π and the Markov chain
(Xn,Px) are called irreducible if and only if

(i) ∀x, y ∈ S : ∃n ∈ Z+ : πn(x, y) > 0, or, equivalently, if and only if

(ii) ∀x, y ∈ S : Px[Ty < ∞] > 0.

If the transition matrix is irreducible then recurrence and positive recurrence of different states are
equivalent to each other, since between two visits to a recurrent state the Markov chain will visit any other
state with positive probability:

Theorem 1.8 (Recurrence and positive recurrence of irreducible Markov chains). Suppose that S is
countable and the transition matrix p is irreducible.

1) The following statements are all equivalent:

(i) There exists a finite recurrent set A ⊆ S.

(ii) For any x ∈ S, the set {x} is recurrent.

(iii) For any x, y ∈ S,
Px[Xn = y infinitely often ] = 1.

2) The following statements are all equivalent:

(i) There exists a finite positive recurrent set A ⊂ S.

(ii) For any x ∈ S, the set {x} is positive recurrent.

(iii) For any x, y ∈ S,
Ex[Ty] < ∞.

The proof is left as an exercise, see also the lecture notes on “Stochastic Processes” [18]. The Markov
chain is called (globally) recurrent iff the equivalent conditions in 1) hold, and transient iff these conditions
do not hold. Similarly, it is called (globally) positive recurrent iff the conditions in 2) are satisfied. By
the example above, for d ≤ 2 the simple random walk on Zd is globally recurrent, however it is not positive
recurrent. For d ≥ 3 it is transient.

As a consequence of Theorem 1.8, we obtain Lyapunov conditions for transience, recurrence and positive
recurrence on a countable state space that are both necessary and sufficient:

Corollary 1.9 (Foster-Lyapunov conditions for transience and recurrence on a countable state space).
Suppose that S is countable and the transition matrix p is irreducible. Then:

1) The Markov chain is transient if and only if there exists a finite set A ⊆ S and a function V ∈ F+(S)
such that (LT) holds.
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1.2. Lyapunov functions and recurrence

2) The Markov chain is recurrent if and only if there exists a finite set A ⊆ S and a function V ∈ F+(S)
such that

(LR′) LV ≤ 0 on Ac, and {V ≤ c} is finite for any c ∈ R+.

3) The Markov chain is positive recurrent if and only if there exists a finite set A ⊆ S and a function
V ∈ F+(S) such that (LP) holds.

Proof. Sufficiency of the Lyapunov conditions follows directly by Theorems 1.6 and 1.8: If (LT) holds
then by Theorem 1.6, there exists y ∈ S such that Py[TA < ∞], and hence the Markov chain is transient by
Theorem 1.8. Similarly, if (LP) holds then A is positive recurrent by Theorem 1.6, and hence global positive
recurrence holds by Theorem 1.8. Finally, if (LR′) holds and the state space is not finite, then for every
c ∈ R+, the set {V > c} is not empty. Therefore, (LR) holds by irreducibility, and the recurrence follows
again from Theorems 1.6 and 1.8. If S is finite then every irreducible chain is globally recurrent.
We now prove that the Lyapunov conditions are also necessary.

1) If the Markov chain is transient then we can find a state x ∈ S and a finite set A ⊆ S such that the
function V(x) = Px[TA < ∞] satisfies

V(x) < 1 = inf
A

V .

By Theorem 1.3, V is harmonic on Ac and thus (LT) is satisfied.

2) Now suppose that the Markov chain is recurrent. If S is finite then (LR′) holds with A = S for an
arbitrary function V ∈ F+(S). If S is not finite then we choose a finite set A ⊆ S and an arbitrary
decreasing sequence of sets Dn ⊆ S such that A ⊆ S \ D1, the set S \ Dn is finite for all n, and⋂

Dn = ∅, and we set
Vn(x) = Px[TDn < TA].

Then Vn ≡ 1 on Dn, and as n→∞,

Vn(x) ↘ Px[TA = ∞] = 0 for any x ∈ S.

Since S is countable, we can apply a diagonal argument to extract a subsequence such that

V(x) :=
∞∑
k=1

Vnk (x) < ∞ for any x ∈ S.

By Theorem 1.3, the functions Vn are harmonic on S \ (A ∪ Dn). Moreover, for x ∈ Dn,

LVn(x) = Ex[Vn(X1)] − V(x) ≤ 1 − 1 = 0.

Hence the functions Vn and V are superharmonic on S \ A. Moreover, V ≥ k on Dnk . Thus the
sub-level sets of V are finite, and (LR′) is satisfied.

3) Finally if the chain is positive recurrent then for an arbitrary finite set A ⊆ S, the functionV(x) = Ex[TA]

is finite and satisfies LV = −1 on Ac. Since

(πV)(x) = Ex

[
EX1[TA]

]
= Ex

[
Ex[T+A |X1]

]
= Ex[T+A] < ∞

for any x, condition (LP) is satisfied. �
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b) Extension to locally compact state spaces

Extensions of Corollary 1.9 to general state spaces are not trivial. Suppose for example that S is a separable
metric space that is locally compact, i.e., every point x ∈ S has a compact neighbourhood. Let π be a
transition kernel on (S,B), and let λ be a positive measure on (S,B) with full support, i.e., λ(B) > 0 for any
non-empty open set B ⊂ S. For instance, S = Rd and λ is the Lebesgue measure.

Definition 1.10 (λ-irreducibility ). The transition kernel π is called λ-irreducible if and only if for any
x ∈ S and for any Borel set A ∈ B with λ(A) > 0, there exists n ∈ Z+ such that πn(x, A) > 0.

One of the difficulties on general state spaces is that there are different concepts of irreducibility. In
general, λ-irreducibility is a strictly stronger condition than topological irreducibility which means that
every non-empty open set B ⊂ S is accessible from any state x ∈ S. The following equivalences are proven
in Chapter 9 of Meyn and Tweedie [40]:

Theorem 1.11 (Necessary and sufficient conditions for Harris recurrence). Suppose that S is separa-
ble and locally compact with Borel σ-algebra B, and π is a λ-irreducible transition kernel on (S,B).
Moreover, suppose that for every function f ∈ Cb(S), π f is continuous (Feller property). Then the
following statements are all equivalent:

(i) There exists a compact set K ⊆ S and a function V ∈ F+(S) such that

(LR′′) LV ≤ 0 on Kc, and {V ≤ c} is compact for any c ∈ R+.

(ii) Px[Xn visits every compact set only finitely many times] = 0 for any x ∈ S.

(iii) Every non-empty open ball B ⊂ S is Harris recurrent.

(iv) For any x ∈ S and any set A ∈ B with λ(A) > 0,

Px[Xn ∈ A infinitely often ] = 1.

The result summarizes Theorems 9.4.1 (“(i)⇒(ii)”), 9.2.2 (“(ii)⇒(iii)”), 9.1.4 (“(iii)⇒(iv)”) and 9.4.2
(“(iv)⇒(i)”) in [40]. For a part of the implications, the assumptions can be relaxed. For example, the Feller
property is only required for the implications “(i)⇒(iv)” and “(ii)⇒(iii)”, and in the second case it can be
replaced by a weaker condition. The idea of the proof is to show at first that for every compact set K ⊂ S,
there exist a probability mass function (an) on Z+, a probability measure ν on (S,B), and a constant ε > 0
such that the minorization condition

∞∑
n=0

anπn(x, ·) ≥ εν (1.13)

holds for any x ∈ K . In the theory of Markov chains on general state spaces, a set K with this property is
called petite. Given a petite set K and a Lyapunov condition on Kc one can then find a strictly increasing
sequence of regeneration times Tn (n ∈ N) such that the law of XTn dominates the measure εν from above.
By the strong Markov property, the Markov chain makes a “fresh start” with probability ε at each of the
regeneration times, and during each excursion between two fresh starts it visits a given set A satisfying
λ(A) > 0 with a fixed strictly positive probability.
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1.3. Invariant probability measures

A central topic in Markov chain theory is the existence, uniqueness and convergence of Markov chains to
stationary distributions. To this end we will consider different topologies and metrics on the space P(S) of
probability measures on a Polish space S endowed with its Borel σ-algebra B. In this section, we study
weak convergence of probability measures, and applications to existence of invariant probability measures.
Convergence in Wasserstein and total variation metrics will be considered in Chapter 3. A useful additional
reference for this section is the classical monograph “Convergence of probability measures” by Billingsley
[3].

Recall that P(S) is a convex subset of the vector space

M(S) = {αµ+ − βµ− : µ+, µ− ∈ P(S), α, β ≥ 0}

consisting of all finite signed measures on (S,B). ByM+(S) we denote the set of all (not necessarily finite)
non-negative measures on (S,B). For a measure µ and a measurable function f we set

µ( f ) =
ˆ

f dµ whenever the integral exists.

Definition 1.12 (Invariant measure, stationary distribution). Ameasure µ ∈ M+(S) is called invariant
w.r.t. a transition kernel π on (S,B) iff µπ = µ, i.e., iff

ˆ
µ(dx) π(x,B) = µ(B) for any B ∈ B.

An invariant probability measure is also called a stationary (initial) distribution or an equilibrium
distribution of π.

Exercise. Show that the set of invariant probability measures for a given transition kernel π is a convex
subset of P(S).

Below, we are going to prove the existence of an invariant probability measure µ for a given transition
kernel π as a subsequential limit of Césaro averages of the form µn =

1
n

∑
i<n νπ

i, where ν is an arbitrary
initial distribution. We first need some preparations on weak convergence and the existence of subsequential
limits for sequences of probability measures.

Weak convergence of probability measures

Recall that a sequence (µk)k∈N of probability measures on (S,B) is said to converge weakly to a measure
µ ∈ P(S) if and only if

(i) µk( f ) → µ( f ) for any f ∈ Cb(S).

The Portemanteau Theorem states that weak convergence is equivalent to each of the following properties:

(ii) µk( f ) → µ( f ) for any uniformly continuous f ∈ C(S).

(iii) lim sup µk(A) ≤ µ(A) for any closed set A ⊂ S.

(iv) lim inf µk(O) ≥ µ(O) for any open set O ⊂ S.

(v) lim sup µk( f ) ≤ µ( f ) for any upper semicontinuous function f : S → R that is bounded from
above.

A. Eberle Markov Processes (v. July 7, 2020) 15



1. Lyapunov functions and stochastic stability

(vi) lim inf µk( f ) ≥ µ( f ) for any lower semicontinuous function f : S → R that is bounded from below.

(vii) µk( f ) → µ( f ) for any function f ∈ Fb(S) that is continuous at µ-almost every x ∈ S.

For the proof see e.g. the monographs by Billingsley [3] or Stroock [52, Theorem 3.1.5]. The following
observation is crucial for studying weak convergence on Polish spaces:

Remark (Polish spaces as measurable subset of [0, 1]N). Suppose that (S, %) is a separable metric space,
and {xn : n ∈ N} is a countable dense subset. Then the map h : S → [0,1]N,

h(x) = (%(x, xn) ∧ 1)n∈N (1.14)

is a homeomorphism from S to h(S) provided [0,1]N is endowed with the product topology (i.e., the topology
corresponding to pointwise convergence). In general, it can be shown that h(S) is a measurable subset of the
compact space [0,1]N (endowed with the product σ-algebra that is generated by the product topology). If S
is compact then h(S) is compact as well. In general, we can identify

S � h(S) ⊆ Ŝ ⊆ [0,1]N

where Ŝ := h(S) is compact since it is a closed subset of the compact space [0,1]N. Thus Ŝ can be viewed
as a compactification of S.

On compact spaces, any sequence of probability measures has a weakly convergent subsequence.

Theorem 1.13. If S is compact then P(S) is compact w.r.t. weak convergence.

Proof (Sketch). Suppose that S is compact. Then it can be shown based on the remark above that C(S) is
separable w.r.t. uniform convergence. Thus there exists a sequence gn ∈ C(S) (n ∈ N) such that ‖gn‖sup ≤ 1
for any n, and the linear span of the functions gn is dense in C(S). Now consider an arbitrary sequence
(µk)k∈N in P(S). We will show that (µk) has a convergent subsequence. Note first that (µk(gn))k∈N is a
bounded sequence of real numbers for any n. By a diagonal argument, we can extract a subsequence (µkl )l∈N
of (µk)k∈N such that µkl (gn) converges as l → ∞ for every n ∈ N. Since the span of the functions gn is
dense in C(S), this implies that

Λ( f ) := lim
l→∞

µkl ( f ) (1.15)

exists for any f ∈ C(S). It is easy to verify that Λ is a positive (i.e., Λ( f ) ≥ 0 whenever f ≥ 0) linear
functional on C(S) with Λ(1) = 1. Moreover, if ( fn)n∈N is a decreasing sequence in C(S) such that fn ↘ 0
pointwise, then fn → 0 uniformly by compactness of S, and hence Λ( fn) → 0. Therefore, there exists a
probability measure µ on S such that

Λ( f ) = µ( f ) for any f ∈ C(S).

By (1.15), the sequence (µkl ) converges weakly to µ. �

Remark (A metric for weak convergence). Choosing the functions gn as in the proof above, we see that a
sequence (µk)k∈N of probability measures in P(S) converges weakly to µ if and only if µk(gn) → µ(gn) for
all n ∈ N. Thus weak convergence in P(S) is equivalent to convergence w.r.t. the metric

d(µ, ν) =
∞∑
n=1

2−n |µ(gn) − ν(gn)|.
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Prokhorov’s theorem

We now consider the case where S is a Polish space that is not necessarily compact. By identifying S with
the image h(S) under the map h defined by (1.14), we can still view S as a measurable subset of the compact
space Ŝ ⊆ [0,1]N. Hence P(S) can be viewed as a subset of the compact space P(Ŝ):

P(S) = {µ ∈ P(Ŝ) : µ(Ŝ \ S) = 0} ⊆ P(Ŝ).

If µk (k ∈ N) and µ are probability measures on S (that trivially extend to Ŝ) then by the Portemanteau
theorem, and since uniformly continuous functions on S extend uniquely to continuous functions on the
closure Ŝ,

µk → µ weakly in P(S) (1.16)
⇔ µk( f ) → µ( f ) for any uniformly continuous f ∈ Cb(S)

⇔ µk( f ) → µ( f ) for any f ∈ C(Ŝ)

⇔ µk → µ weakly in P(Ŝ).

Thus P(S) inherits the weak topology from P(Ŝ). The problem is, however, that since S is not necessarily
a closed subset of Ŝ, it can happen that a sequence (µk) in P(S) converges to a probability measure µ on Ŝ
with µ(S) < 1. To exclude this possibility, the following tightness condition is required:

Definition 1.14 (Tightness of collections of probability measures). Let R ⊆ P(S) be a set consisting of
probability measures on S. Then R is called tight iff for any ε > 0, there exists a compact set K ⊆ S such
that

sup
µ∈R

µ(S \ K) < ε.

Thus tightness means that the measures in the set R are concentrated uniformly on a compact set up to an
arbitrary small positive amount of mass. On a Polish space, a set R = {µ} consisting of a single probability
measure is always tight, cf. e.g. Billingsley [3] or Ethier and Kurtz [19, Ch. 3, Lemma 2.1].
A set R ⊆ P(S) is called relatively compact iff every sequence in R has a subsequence that converges

weakly to a limit in P(S).

Theorem 1.15 (Prokhorov). Suppose that S is Polish, and let R ⊆ P(S). Then

R is relatively compact ⇔ R is tight .

In particular, every tight sequence in P(S) has a weakly convergent subsequence.

We only prove the implication “⇐” that will be the more important one for our purposes. This implication
holds in arbitrary separable metric spaces. For the proof of the converse implication cf. e.g. Billingsley [3].

Proof (of “⇐”). Let (µk)k∈N be a sequence in R. We have to show that (µk) has a weakly convergent
subsequence in P(S). By Theorem 1.13, P(Ŝ) is compact. Thus there is a subsequence (µkl ) that converges
weakly in P(Ŝ) to a probability measure µ on Ŝ. We claim that by tightness, µ(S) = 1 and µkl → µ weakly
in P(S). Let ε > 0 be given. Then there exists a compact subset K of S such that µkl (K) ≥ 1 − ε for any
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1. Lyapunov functions and stochastic stability

l. Since K is compact, it is also a compact and (hence) closed subset of Ŝ. Therefore, by the Portemanteau
Theorem,

µ(K) ≥ lim sup
l→∞

µkl (K) ≥ 1 − ε, and thus

µ(Ŝ \ S) ≤ µ(Ŝ \ K) ≤ ε.

Letting ε tend to 0, we see that µ(Ŝ \ S) = 0. Hence µ ∈ P(S). Moreover, by (1.16), µkl → µ weakly in
P(S) . �

Existence of invariant probability measures

Wenowapply Prokhorov’s Theorem to derive sufficient conditions for the existence of an invariant probability
measure for a given transition kernel π(x, dy) on (S,B).

Definition 1.16 (Feller property). The transition kernel π is called Feller iff for any f ∈ Cb(S), π f is a
continuous function.

A kernel π is Feller if and only if x 7→ π(x, ·) is a continuous map from S to P(S) w.r.t. the weak topology
on P(S). Indeed, by definition, π is Feller if and only if for any f ∈ Cb(S),

xn → x ⇒ (π f )(xn) → (π f )(x) .

For an intuitive interpretation of the following theorem note that if (Xn,Pν) is a Markov chain with transition
kernel π and initial distribution ν then

(νpn)(K) = Eν

[
1
n

n−1∑
i=0

1K (Xi)

]
is the average proportion of time spent by the chain in the set K during the first n steps.

Theorem 1.17 (Krylov-Bogoliubov, Foguel). Suppose that π is a Feller transition kernel on a Polish space
S, and let pn := 1

n

∑n−1
i=0 π

i. Then there exists an invariant probability measure µ of π if one of the following
conditions is satisfied for some probability measure ν on S:

(i) For every ε > 0, there exists a compact set K ⊆ S such that

lim inf
n→∞

(νpn)(K) ≥ 1 − ε, or

(ii) S is locally compact, and there exists a compact set K ⊆ S such that

lim sup
n→∞

(νpn)(K) > 0.

Clearly, the second condition is weaker than the first one in several respects. However, it requires the
additional assumption that S is locally compact, i.e., every point x ∈ S has a compact neighbourhood. This
assumption is satisfied for example for S = Rd, but not for infinite dimensional Hilbert spaces. Polish spaces
that are locally compact are also σ-compact, i.e., they are the union of countably many compact subsets.
This will be crucial in the proof below.
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Proof (of Theorem 1.17). (i) On a Polish space, every finite collection of probability measures is tight [3,
19]. Therefore, Condition (i) implies that the sequence νn := νpn is tight. Hence by Prokhorov’s Theorem,
there exists a subsequence (νnk ) and a probability measure µ on S such that νnk → µ weakly. We claim that
µπ = µ. Indeed, for f ∈ Cb(S) we have π f ∈ Cb(S) by the Feller property. Therefore, for any f ∈ Cb(S),

(µπ)( f ) = µ(π f ) = lim
k→∞

νnk (π f ) = lim
k→∞
(νnk π)( f ) = lim

k→∞
νnk ( f ) = µ( f ),

where the second last equality holds since

νnk π =
1
nk

nk−1∑
i=0

νπi+1 = νnk −
1
nk
ν +

1
nk
νπnk .

(ii) Now suppose that Condition (ii) holds. We may assume that S is a Borel subset of a compact space Ŝ.
Since P(Ŝ) is compact and (ii) holds, there exist a constant ε > 0, a compact set K ⊆ S, a subsequence (νnk )
of (νn), and a probability measure µ̂ on Ŝ such that

νnk (K) ≥ ε for any k ∈ N, and νnk → µ̂ weakly in Ŝ.

Note that weak convergence of the probability measures on Ŝ does not imply weak convergence of the
restricted measures on S. However, (νnk ) converges vaguely to the restriction of the probability measure
µ̂ to S, i.e., νnk ( f ) → µ̂( f ) holds for any function f ∈ C(S) with compact support K ⊆ S, because these
functions can be extended trivially to continuous functions on Ŝ. Therefore, we can conclude that for any
non-negative compactly supported f ∈ C(S),

µ̂( f ) = lim
k→∞

νnk ( f ) = lim
k→∞
(νnk π)( f ) = lim

k→∞
νnk (π f ) ≥ µ̂(π f ). (1.17)

Here we have used in the last step that since S is a locally compact Polish space, every continuous function
g : S → [0,∞) can be represented as the limit of an increasing sequence of compactly supported, non-negative
functions gi ∈ C(S). Therefore,

lim inf
k→∞

νnk (g) ≥ lim inf
k→∞

νnk (gi) = µ̂(gi) for all i ∈ N,

and thus
lim inf
k→∞

νnk (g) ≥ µ̂(g).

Since µ̂(S) ≥ µ̂(K) ≥ lim sup νnk (K) ≥ ε, the normalized measure

µ(B) := µ̂(B ∩ S)/µ̂(S) = µ̂(B|S), B ∈ B(S),

exists, and by (1.17), µ ≥ µπ. But µ and µπ are both probability measures, and thus µ = µπ. �

In practice, the assumptions in Theorem 1.17 can be verified via appropriate Lyapunov functions:

Corollary 1.18 (Lyapunov condition for the existence of an invariant probability measure). Suppose
that π is a Feller transition kernel and S is locally compact. Then an invariant probability measure for π
exists if the following Lyapunov condition is satisfied:

(LI) There exists a function V ∈ F+(S), a compact set K ⊆ S, and constants c, ε ∈ (0,∞) such that

LV ≤ c1K − ε.
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Proof. By (LI),
c1K ≥ ε + LV = ε + πV − V .

By integrating the inequality w.r.t. the probability measures pn(x, ·), we obtain

c pn(·,K) = c pn1K ≥ ε +
1
n

n−1∑
i=0
(πi+1V − πiV)

= ε +
1
n
πnV −

1
n

V ≥ ε −
1
n

V

for any n ∈ N. Therefore, for any x ∈ S,

lim inf
n→∞

pn(x,K) ≥ ε .

The assertion now follows by Theorem 1.17. �

Example. 1) Countable state space. If S is countable and π is irreducible then an invariant probability
measure exists if and only if the Markov chain is positive recurrent. On the other hand, by Corollary
1.9, positive recurrence is equivalent to (LI). Hence for irreducible Markov chains on countable state
spaces, Condition (LI) is both necessary and sufficient for the existence of a stationary distribution.

2) S = Rd . On Rd , Condition (LI) is satisfied in particular if LV is continuous and

lim sup
|x |→∞

LV(x) < 0.

1.4. Lyapunov functions and stability in continuous time

In this section we explain how Lyapunov function methods similar to those considered above can be applied
to Markov processes in continuous time. An excellent reference is the book by Khasminskii [29] that focuses
on diffusion processes in Rd. Most results in [29] easily carry over to more general Markov processes in
continuous time.

We assume that we are given a right continuous stochastic process ((Xt )t∈R+,P) with Polish state space S,
constant initial value X0 = x0 ∈ S, and life time ζ . Let Â be a linear subspace of the space C1,0([0,∞) × S)
consisting of continuous functions (t, x) 7→ f (t, x) that are continuously differentiable in the first variable.
Moreover, let L̂ : Â → F ([0,∞) × S) be a linear operator of the form

(L̂ f )(t, x) =
(
∂ f
∂t
+ Lt f

)
(t, x)

where Lt is a linear operator acting only on the x-variable. For f ∈ Â and t < ζ we consider

M f
t = f (t,Xt ) −

ˆ t

0

(
∂ f
∂s
+ Ls f

)
(s,Xs) ds

where it is implicitly assumed that the integral exists almost surely and defines a measurable function. We
assume that the process (Xt ) is adapted to a filtration (Ft ), and that (Xt,P) solves the local martingale problem
for (L̂, Â) up to the life-time ζ in the following sense:

Assumption (A). There exists an increasing sequence (Bk)k∈N of open sets in S such that the following
conditions are satisfied:

(i) S =
⋃

Bk .

(ii) The exit times Tk := inf{t ≥ 0 : Xt < Bk} satisfy Tk < ζ on {ζ < ∞} for any k ∈ N, and ζ = sup Tk .
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(iii) For any k ∈ N and f ∈ Â, the stopped process
(
M f

t∧Tk

)
t≥0

is a square integrable (Ft ) martingale.

Example. 1) Itô diffusions. A stochastic differential equation dXt = b(t,Xt ) dt + σ(t,Xt ) dBt on
Rd with locally Lipschitz continuous coefficients has a unique strong solution on a maximal time
interval [0, ζ). This solution is a Markov process that satisfies Assumption (A) with Bk = B(0, k),
Â = C1,2([0,∞) × Rd), and

(Lt f )(t, x) = b(t, x) · ∇ f (t, x) +
1
2

n∑
i, j=1

ai j(t, x)
∂2 f

∂xi∂xj
(t, x),

where a(t, x) = σ(t, x)σ(t, x)T , see e.g. [16, 17].
2) Minimal jump processes. In Section 5.1, we will construct a minimal jump process for given jump
intensities. This process satisfies the assumption if (Bk) is an increasing sequence of open sets exhausting
the state space such that the jump intensities λt (x) are uniformly bounded for (t, x) ∈ R+ × Bk , and Â
consists of all functions f ∈ C1,0([0,∞) × S) such that f and ∂ f /∂t are bounded on [0, t] × Bk for any
t ≥ 0 and k ∈ N.

Upper bounds for expectations

Let D ⊆ S be an open subset. Since the process is right-continuous, the first exit time

T = inf{t ≥ 0 : Xt ∈ S∆ \ D}

is an (Ft ) stopping time. Similarly to the discrete time case, we can use superharmonic functions to bound
expected values of the form

u(x0) = E
[
e−
´ T

0 w(s,Xs ) ds f (T,XT ); T < ζ
]
+ E

[ˆ T

0
e−
´ s

0 w(r ,Xr ) drc(s,Xs) ds
]

(1.18)

for given non-negative measurable functions f : R+ × (S \ D) → R+ and c,w : R+ × D→ R+.

Theorem 1.19 (Upper bounds via time-dependent superharmonic functions). Suppose that Assump-
tion (A) holds, and let v be a non-negative function in Â satisfying

∂v

∂t
+ Ltv ≤ w v − c on R+ × D, (1.19)

v ≥ f on R+ × (S \ D).

Then u(x0) ≤ v(0, x0).

Proof. We first assume w ≡ 0. Then by (1.19),

v(t,Xt ) ≤ Mv
t −

ˆ t

0
c(s,Xs) ds for t < T .

The process
(
Mv

t∧Tk

)
t≥0

is a martingale for any k ∈ N. Since v ≥ 0, optional stopping implies

E
[
v
(
t ∧ T ∧ Tk,Xt∧T∧Tk

)
+

ˆ t∧T∧Tk

0
c(s,Xs) ds

]
≤ v(0, x0) for any k ∈ N and t ∈ R+.
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As k →∞, Tk → ζ almost surely. Recalling that v and c are non-negative functions, and letting both k and
t tend to infinity, we obtain

E [v (T,XT ) ; T < ζ] + E
[ˆ T

0
c(s,Xs) ds

]
≤ v(0, x0).

This proves the assertion, since for T < ζ , XT ∈ S \ D, and thus v(T,XT ) ≥ f (T,XT ).

In the general case let At =
´ t

0 w(s,Xs) ds. Notice that for every ω, the function t 7→ At (ω) is continuous
and non-decreasing, and hence of finite variation. Therefore, by Itô’s product rule (which in this case is just
the integration by parts identity from Stieltjes calculus, see e.g. [17]),

e−At v(t,Xt ) = v(0, x0) +

ˆ t

0
e−As dMv

s +

ˆ t

0
e−As

(
∂v

∂s
+ Lsv − wv

)
(s,Xs) ds

≤ v(0, x0) +

ˆ t

0
e−As dMv

s −

ˆ t

0
e−As c(s,Xs) ds.

Now the argument can be completed as in the case w ≡ 0 because the Itô integral
´ t∧Tk

0 e−As dMs, t ≥ 0, is
a martingale for any k ∈ N. �

Non-explosion criteria

A first important application of Lyapunov functions in continuous time are conditions for non-explosiveness
of a Markov process:

Theorem 1.20 (Khasminskii). Suppose that Assumption (A) is satisfied, and assume that there exists a
non-negative function V ∈ Â such that for any t ≥ 0,

(i) infs∈[0,t] infx∈Bc
k

V(s, x) → ∞ as k →∞, and

(ii) ∂V
∂t + LtV ≤ 0.

Then P[ζ = ∞] = 1.

Proof. Since V ≥ 0, V(t,Xt ) = MV
t +
´ t

0

(
∂V
∂s + LsV

)
(s,Xs) ds, and Condition (ii) holds, optional stopping

implies that for any t ≥ 0 and k ∈ N,

V(0, x0) ≥ E[V(t ∧ Tk,Xt∧Tk )] ≥ P[Tk ≤ t] · inf
s∈[0,t]

inf
x∈Bc

k

V(s, x).

Therefore, by (i),
P[Tk ≤ t] → 0 as k →∞

for any t ≥ 0, and hence P[ζ < ∞] = lim
t→∞

P[ζ ≤ t] = 0. �

In applications, the following simple criterion is used frequently:

Corollary 1.21. Suppose that Assumption (A) is satisfied, and there exist a non-negative functionU ∈ C(S)
and a constant α ∈ R+ such that V(t, x) = exp(−αt)U(x) is contained in Â, and

(i) infx∈Bc
k

U(x) → ∞ as k →∞, and

(ii) LtU ≤ αU.

Then P[ζ = ∞] = 1.
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Proof. Theorem 1.20 can be applied with the function V . �

Hitting times and positive recurrence

From now on we assume that the process is non-explosive. We now apply Lyapunov functions to prove upper
bounds for moments of hitting times. Let

TA = inf{t ≥ 0 : Xt ∈ A},

where A is a closed subset of S. By right-continuity of (Xt ), TA is a stopping time.

Theorem 1.22 (Lyapunov bound for hitting times). Suppose that Assumption (A) holds, and the process
(Xt,P) is non-explosive. Furthermore, assume that there exist a non-negative function V ∈ Â and a
measurable function α : R+ → R+ such that

(i) β(t) :=
´ t

0 α(s) ds→∞ as t →∞, and

(ii)
(
∂V
∂t + LtV

)
(t, x) ≤ −α(t) for any t ≥ 0 and x ∈ S \ A,

Then P[TA < ∞] = 1, and
E[β(TA)] ≤ V(0, x0). (1.20)

Proof. By applying Theorem 1.19 with D = S \ A, c(s, x) = α(s), w ≡ 0 and f ≡ 0, we obtain

E
[ˆ TA

0
α(s) ds

]
≤ V(0, x0).

Hence by (i), TA is almost surely finite and (1.20) holds. �

Example (Moments of hitting times). If α(t) = ctp−1 for constants c, p ∈ (0,∞) then β(t) = ctp/p. In
this case, the inequality (1.20) is a bound for the p-th moment of the hitting time:

E[T p
A
] ≤ pV(0, x0)/c.

Similarly, if α(t) = ceεt for constants c, ε ∈ (0,∞) then β(t) = (eεt − 1)/ε. In this case, (1.20) is an
exponential moment bound:

E[exp(εTA)] ≤ 1 + εV(0, x0).

For Itô diffusions on Rd , we can apply the theorem with the Lyapunov function V(t, x) = |x |2. In this
case, (LtV)(t, x) = tr a(t, x)+2x · b(t, x). If this expression is bounded from above by a negative constant
for large |x | then sufficiently large balls are positive recurrent. For example, the Itô diffusion solving the
SDE

Xt = x0 + Bt +

ˆ t

0
b(Xs) ds, (Bt ) ∼ BM(Rd),

is positive recurrent if there exist constants R, ε ∈ (0,∞) such that for |x | ≥ R,

br (x) =
x
|x |
· b(x) ≤ −

d + ε
2|x |

.
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1. Lyapunov functions and stochastic stability

Occupation times and existence of stationary distributions

Similarly to the discrete time case, Lyapunov conditions can also be used in continuous time to show the
existence of stationary distributions. Let

At (B) =
1
t

ˆ t

0
1B(Xs) ds

denote the relative amount of time spent by the process in the set B during the time interval [0, t]. The proofs
of the following results are similar to the discrete time case. Carrying out the details is left as an exercise,
see Section 1.5.

Lemma 1.23 (Lyapunov bound for occupation times). Suppose that Assumption (A) holds, the process is
almost surely non-explosive, and there exist constants ε, c ∈ R+ and a non-negative function V ∈ Â such
that

∂V
∂t
+ LtV ≤ −ε + c1B on R+ × S.

Then
E[At (B)] ≥

ε

c
−

V(0, x0)

ct
.

Now assume that (Xt,P) is a time-homogeneous Markov process with transition semigroup (pt )t≥0, and,
correspondingly, Lt does not depend on t. Then by Fubini’s Theorem,

E[At (B)] =
1
t

ˆ t

0
ps(x0,B) ds =: pt (x0,B).

Theorem 1.24 (Krylov-Bogoliubov, Foguel). Suppose that pt is Feller for every t ≥ 0. Then there exists
an invariant probability measure µ of (pt )t≥0 if one of the following conditions is satisfied for some
probability measure ν on S:

(i) For every ε > 0, there exists a compact set K ⊆ S such that

lim inf
t→∞

(νpt )(K) ≥ 1 − ε, or

(ii) S is σ-compact, and there exists a compact set K ⊆ S such that

lim sup
t→∞

(νpt )(K) > 0.

As a consequence, we obtain:

Corollary 1.25 (Lyapunov condition for the existence of an invariant probability measure). Suppose
that Assumption (A) holds, and the process is almost surely non-explosive. Moreover, assume that pt is
Feller for every t ≥ 0, S is locally compact, and there exist constants ε, c ∈ R+, a compact set K ⊆ S, and a
continuous function U : S → [0,∞) such that the function V(t, x) = U(x) is in Â, and

LU ≤ −ε + c1K .

Then there exists a stationary distribution µ of (pt )t≥0.

Proof. By Lemma 1.23, the assumptions imply lim inft→∞ pt (x0,K) > 0. �
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1.5. Stability of diffusion processes and Euler approximations

1.5. Stability of diffusion processes and Euler approximations

The goal of this problem section is to apply Lyapunov functions to study diffusion processes on Rd and
Markov chains corresponding to Euler approximations of the respective stochastic differential equations.

Let b : Rd → Rd and σ : Rd → Rd×d be locally Lipschitz continuous functions. We consider a diffusion
process (Xt,Px) with possibly finite life-time ζ solving a stochastic differential equation

dXt = σ(Xt ) dBt + b(Xt ) dt for t < ζ, X0 = x, (1.21)

where (Bt ) is a d-dimensional Brownian motion. Let a(x) = σ(x)σ(x)T . For the exercises below, it will
only be important to know that (Xt,Px) solves the local martingale problem for the generator

L f =
1
2

d∑
i, j=1

ai, j(x)
∂2 f

∂xi ∂xj
+

d∑
i=1

bi(x)
∂ f
∂xi

, (1.22)

in the sense that for any x ∈ R2 and f ∈ C1,2(R+ × R
n),

M f
t = f (t,Xt ) −

ˆ t

0

(
∂ f
∂s
+ L f

)
(s,Xs) ds (1.23)

is a local martingale w.r.t. Px . More precisely, let Tk = inf{t ≥ 0 : |Xt | ≥ k}. Then ζ = sup Tk , and for any
k ∈ N, the stopped process (Mt∧Tk )t≥0 is a martingale under Px .

For a fixed time step h > 0, the Euler-Maruyama approximation of the diffusion process above is the
time-homogeneous Markov chain (Xh

n ,Px) with transition step

x 7→ x +
√

hσ(x) Z + h b(x), Z ∼ N(0, Id).

We denote the corresponding transition kernel and generator by πh and Lh, respectively.

Problems

Exercise (Explosions). a) Prove that the diffusion process is non-explosive if

lim sup
|x |→∞

tr a(x)/2 + x · b(x)
|x |2

< ∞

b) Implement theEuler schemeon a computer, e.g. for d = 1. Do some experiments. Can you observe
a different behavior in cases where the condition above is satisfied or violated, respectively?

c) As discrete time Markov chains, the Euler approximations always have infinite life-time. Which
properties can you prove for the Euler approximations if the condition in a) is satisfied?

Exercise (Stationary distributions I). Suppose that ζ = ∞ almost surely, and that there exist V ∈
C1,2(R+ × R

d), ε, c ∈ R+, and a ball B ⊂ Rd such that V ≥ 0 and

∂V
∂t
+ LV ≤ −ε + c1B on R+ × Rd .

a) Prove that

E
[
1
t

ˆ t

0
1B(Xs) ds

]
≥

ε

c
−

V(0, x0)

ct
.

b) Conclude, assuming that (Xt,Px) is a time-homogeneous Markov process with Feller transition
semigroup (pt )t≥0, that there exists an invariant probability measure µ. Hint: Try to carry over
the corresponding proof in discrete time to the continuous time case.
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1. Lyapunov functions and stochastic stability

Exercise (Stationary distributions II). Suppose that the conditions in the last exercise hold, and let µ
be an invariant probability measure.

a) Show that
´
L f dµ = 0 for any f ∈ C∞0 (R

d).

b) Use this to compute µ explicitly in the case d = 1. Here, assume that b and σ are twice
continuously differentiable, and σ(x) > 0 for all x. You may also assume without proof that µ
has a twice continuously differentiable density %(x) which is strictly positive.

Exercise (Stationary distributions III). a) Show that an invariant probability measure for the dif-
fusion process on Rd exists if

lim sup
|x |→∞

(tr a(x)/2 + x · b(x)) < 0. (1.24)

b) Give conditions ensuring the existence of an invariant probability measure for the Euler approxi-
mations. Why is not enough to assume (1.24) ?

c) Study different cases experimentally using an implementation of the Euler scheme. Can you see
the difference between cases where an invariant probability measure exists or does not exist ?
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2. Ergodic averages

Suppose that (Xn,Px) is a canonical time-homogeneous Markov chain with transition kernel π. Recall that
the process (Xn,Pµ) with initial distribution µ is stationary, i.e.,

Xn:∞ ∼ X0:∞ for any n ≥ 0,

if and only if µ = µπ. A probability measure µwith this property is called a stationary (initial) distribution
or an invariant probability measure for the transition kernel π. In this chapter we will prove law of large
number type theorems for ergodic averages of the form

1
n

n−1∑
i=0

f (Xi) →

ˆ
f dµ as n→∞,

and, more generally,
1
n

n−1∑
i=0

F(Xi,Xi+1, . . . ) →

ˆ
FdPµ as n→∞

where µ is a stationary distribution for the transition kernel. At first these limit theorems are derived almost
surely or in Lp w.r.t. the law Pµ of the Markov chain in stationarity. Indeed, they turn out to be special cases
of more general ergodic theorems for stationary (not necessarily Markovian) stochastic processes. After the
derivation of the basic results we will consider extensions to continuous time. Moreover, we will study the
fluctuations of ergodic averages around their limit. The validity of ergodic theorems for Markov chains that
are not started in stationarity is considered in Section 3.2.

As usual, S will denote a Polish space endowed with its Borel σ-algebra B.

2.1. Ergodic theorems

Supplementary references for this section are the probability theory textbooks by Breiman [5], Durrett [13]
and Varadhan [53]. We first introduce the more general setup of ergodic theory that includes stationary
Markov chains as a special case:

Let (Ω,A,P) be a probability space, and let

Θ : Ω→ Ω

be a measure-preserving measurable map on (Ω,A,P), i.e.,

P ◦ Θ−1 = P.

The main example is the following: Let

Ω = SZ+, Xn(ω) = ωn, A = σ(Xn : n ∈ Z+),

be the canonical model for a stochastic process with state space S. Then the shift transformation Θ = X1:∞
given by

Θ(ω0,ω1, . . . ) = (ω1,ω2, . . . ) for any ω ∈ Ω

is measure-preserving on (Ω,A,P) if and only if (Xn,P) is a stationary process.
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2. Ergodic averages

Ergodicity

We denote by J the sub-σ-algebra of A consisting of all Θ-invariant events, i.e.,

J :=
{

A ∈ A : Θ−1(A) = A
}
.

It is easy to verify that J is indeed a σ-algebra, and that a function F : Ω→ R is J -measurable if and only
if

F = F ◦ Θ.

Definition 2.1 (Ergodic probability measure). The probability measure P on (Ω,A) is called ergodic
(w.r.t. Θ) if and only if any event A ∈ J has probability zero or one.

Exercise (Characterization of ergodicity). 1) Show that P is not ergodic if and only if there exists
a non-trivial decomposition Ω = A ∪ Ac of Ω into disjoint sets A and Ac with P[A] > 0 and
P[Ac] > 0 such that

Θ(A) ⊆ A and Θ(Ac) ⊆ Ac .

2) Prove that P is ergodic if and only if any measurable function F : Ω → R satisfying F = F ◦ Θ
is P-almost surely constant.

Before considering general stationary Markov chains we look at two elementary examples:

Example (Deterministic rotations of the unit circle).
Let Ω = R/Z or, equivalently, Ω = [0,1]/∼ where “∼” is the equivalence relation that identifies the
boundary points 0 and 1. We endow Ω with the Borel σ-algebra A = B(Ω) and the uniform distribution
(Lebesgue measure) P = Unif(Ω). Then for any fixed a ∈ R, the rotation

Θ(ω) = ω + a (modulo 1)

is a measure preserving transformation of (Ω,A,P). Moreover, P is ergodic w.r.t. Θ if and only if a is
irrational:

a ∈ Q: If a = p/q with p,q ∈ Z relatively prime then

Θ
n(ω) ∈

{
ω +

k
q

: k = 0,1, . . . ,q − 1
}

for any n ∈ Z.

This shows that for instance the union

A =
⋃
n∈Z

Θ
n

( [
0,

1
2q

))
is Θ-invariant with P[A] < {0,1}, i.e., P is not ergodic.

a < Q: Suppose a is irrational and F is a bounded measurable function on Ω with F = F ◦ Θ. Then F
has a Fourier representation

F(ω) =
∞∑

n=−∞

cne2πinω for P-almost every ω ∈ Ω,

and Θ invariance of F implies
∞∑

n=−∞

cne2πin(ω+a) =

∞∑
n=−∞

cne2πinω for P-almost every ω ∈ Ω,

i.e., cne2πina = cn for any n ∈ Z. Since a is irrational this implies that all Fourier coefficients cn
except c0 vanish, i.e., F is P-almost surely a constant function. Thus P is ergodic in this case.
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Example (IID Sequences). Let µ be a probability measure on (S,B). The canonical process Xn(ω) =

ωn is an i.i.d. sequence w.r.t. the product measure P =
∞⊗
n=0

µ on Ω = SZ+ . In particular, (Xn,P) is a

stationary process, i.e., the shift Θ(ω0,ω1, . . . ) = (ω1,ω2, . . . ) is measure-preserving. To see that P is
ergodic w.r.t. Θ we consider an arbitrary event A ∈ J . Then

A = Θ−n(A) = {(Xn,Xn+1, . . . ) ∈ A} for any n ≥ 0.

This shows that A is a tail event, and hence P[A] ∈ {0,1} by Kolmogorov’s zero-one law.

Ergodicity of stationary Markov chains

Now suppose that (Xn,Pµ) is a general stationary Markov chain with initial distribution µ and transition
kernel π satisfying µ = µπ. Note that by stationarity, the map f 7→ π f is a contraction on L2(µ). Indeed,
by the Cauchy-Schwarz inequality,ˆ

(π f )2dµ ≤
ˆ
π f 2dµ ≤

ˆ
f 2d(µπ) =

ˆ
f 2dµ ∀ f ∈ L2(µ).

In particular,
L f = π f − f

is an element in L2(µ) for any f ∈ L2(µ).

Theorem 2.2 (Characterizations of ergodicity for stationary Markov chains). The following state-
ments are equivalent:

1) The measure Pµ is shift-ergodic.

2) Any function h ∈ L2(µ) satisfying Lh = 0 µ-almost surely is µ-almost surely constant.

3) Any Borel set B ∈ B satisfying π1B = 1B µ-almost surely has measure µ(B) ∈ {0,1}.

Proof.

1) ⇒ 2). Suppose that Pµ is ergodic and let h ∈ L2(µ) with Lh = 0 µ-a.e. Then the process Mn = h(Xn) is
a square-integrable martingale w.r.t. Pµ. Moreover, the martingale is bounded in L2(Pµ) since by
stationarity,

Eµ[h(Xn)
2] =

ˆ
h2dµ for any n ∈ Z+.

Hence by the L2 martingale convergence theorem, the limit M∞ = lim
n→∞

Mn exists in L2(Pµ). We fix a
version of M∞ by defining

M∞(ω) = lim sup
n→∞

h(Xn(ω)) for every ω ∈ Ω.

Note that M∞ is a J -measurable random variable, since

M∞ ◦ Θ = lim sup
n→∞

h(Xn+1) = lim sup
n→∞

h(Xn) = M∞.

Therefore, by ergodicity of Pµ, M∞ is Pµ-almost surely constant. Furthermore, by the martingale
property,

h(X0) = M0 = Eµ[M∞ |F X
0 ] Pµ-a.s.

Hence h(X0) is Pµ-almost surely constant, and thus h is µ-almost surely constant.
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2. Ergodic averages

2) ⇒ 3). If B is a Borel set with π1B = 1B µ-almost surely then the function h = 1B satisfies Lh = 0 µ-almost
surely. If 2) holds then h is µ-almost surely constant, i.e., µ(B) is equal to zero or one.

3) ⇒ 1). For proving that 3) implies ergodicity of Pµ let A ∈ J . Then 1A = 1A ◦ Θ. We will show that this
property implies that

h(x) := Ex[1A]

satisfies πh = h, and h is µ-almost surely equal to an indicator function 1B. Hence by 3), either h = 0
or h = 1 holds µ-almost surely, and thus Pµ[A] =

´
hdµ equals zero or one.

The fact that h is harmonic follows from the Markov property and the invariance of A: For any x ∈ S,

(πh)(x) = Ex

[
EX1[1A]

]
= Ex[1A ◦ Θ] = Ex[1A] = h(x).

To see that h is µ-almost surely an indicator function observe that by the Markov property invariance
of A and the martingale convergence theorem,

h(Xn) = EXn [1A] = Eµ[1A ◦ Θ
n |F X

n ] = Eµ[1A|F
X
n ] → 1A

Pµ-almost surely as n→∞. Hence

µ ◦ h−1 = Pµ ◦ (h(Xn))
−1 w
→ Pµ ◦ 1−1

A .

Since the left-hand side does not depend on n,

µ ◦ h−1 = Pµ ◦ 1−1
A ,

and so h takes µ-almost surely values in {0,1}. �

The third condition in Theorem 2.2 says that every Borel set B satisfying π(x,B) = 1 for µ-a.e. x ∈ B and
π(x,B) = 0 for µ-a.e. x ∈ Bc has µ-measure zero or one. In this sense, it is reminiscent of the definition of
irreducibility. However, there is an important difference as the following example shows:

Example (Ergodicity and irreducibility). Consider the constant Markov chain on S = {0,1} with
transition probabilities π(0,0) = π(1,1) = 1. Obviously, any probability measure on S is a stationary
distribution for π. The matrix π is not irreducible, for instance π1{1} = 1{1}. Nevertheless, condition 3)
is satisfied and Pµ is ergodic if (and only if) µ is a Dirac measure.

One way to verify ergodicity in practice is the strong Feller property:

Definition 2.3 (Strong Feller property). A probability kernel π on (S,B) is called strong Feller iff π f is
continuous for any bounded measurable function f : S → R.

Corollary 2.4 (A sufficient condition for ergodicity). Suppose that the transition kernel π is strong Feller.
Then Pµ is stationary and ergodic for any invariant probability measure µ of π that has connected support.

Proof. Consider B ∈ B such that π1B = 1B holds µ-almost surely. If π is strong Feller then π1B is a
continuous function. Therefore, and since the support of µ is connected, either π1B ≡ 0 or π1B ≡ 1 on
supp(µ). Hence

µ(B) = µ(1B) = µ(π1B) ∈ {0,1}. �
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Exercise (Invariant and almost invariant events). An event A ∈ A is called almost invariant iff

Pµ[A∆Θ−1(A)] = 0.

Prove that the following statements are equivalent for A ∈ A:

(i) A is almost invariant.

(ii) A is contained in the completion J Pµ of the σ-algebra J w.r.t. the measure Pµ.

(iii) There exist a set B ∈ B satisfying π1B = 1B µ-almost surely such that

Pµ[A∆ {Xn ∈ B eventually}] = 0.

Birkhoff’s ergodic theorem

We return to the general setup where Θ is a measure-preserving transformation on a probability space
(Ω,A,P), and J denotes the σ-algebra of Θ-invariant events in A.

Theorem 2.5 (Birkhoff). Suppose that P = P ◦ Θ−1 and let p ∈ [1,∞). Then as n→∞,

1
n

n−1∑
i=0

F ◦ Θi → E[F |J] P-almost surely and in Lp(Ω,A,P) (2.1)

for any random variable F ∈ Lp(Ω,A,P). In particular, if P is ergodic then

1
n

n−1∑
i=0

F ◦ Θi → E[F] P-almost surely and in Lp(Ω,A,P). (2.2)

Example (Law of large numbers for stationary processes). Suppose that (Xn,P) is a stationary stochas-
tic process in the canonical model, i.e., Ω = SZ+ and Xn(ω) = ωn. Then the shift Θ = X1:∞ is measure-
preserving. By applying Birkhoff’s theorem to a function of the form F(ω) = f (ω0), we see that as
n→∞,

1
n

n−1∑
i=0

f (Xi) =
1
n

n−1∑
i=0

F ◦ Θi → E[ f (X0)|J] (2.3)

P-almost surely and in Lp(Ω,A,P) for any f : S → R such that f (X0) ∈ L
p and p ∈ [1,∞). If ergodicity

holds then E[ f (X0)|J] = E[ f (X0)] P-almost surely, where (2.3) is a law of large numbers. In particular,
we recover the classical law of large numbers for i.i.d. sequences. More generally, Birkhoff’s ergodic
can be applied to arbitrary Lp functions F : SZ+ → R. In this case,

1
n

n−1∑
i=0

F(Xi,Xi+1, . . . ) =
1
n

n−1∑
i=0

F ◦ Θi → E[F |J] (2.4)

P-almost surely and in Lp as n → ∞. Even in the classical i.i.d. case where E[F |J] = E[F] almost
surely, this result is an important extension of the law of large numbers.

Before proving Birkhoff’s Theorem, we give a functional analytic interpretation for the Lp convergence.

Remark (Functional analytic interpretation). If Θ is measure preserving on (Ω,A,P) then the map U
defined by

UF = F ◦ Θ
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is a linear isometry on Lp(Ω,A,P) for any p ∈ [1,∞]. Indeed, if p is finite thenˆ
|UF |pdP =

ˆ
|F ◦ Θ|pdP =

ˆ
|F |pdP for any F ∈ Lp(Ω,A,P).

Similarly, it can be verified thatU is isometric onL∞(Ω,A,P). For p = 2,U induces a unitary transformation
on the Hilbert space L2(Ω,A,P), i.e.,

(UF,UG)L2(P) =

ˆ
(F ◦ Θ) (G ◦ Θ)dP = (F,G)L2(P) for any F,G ∈ L2(Ω,A,P).

The Lp ergodic theorem states that for any F ∈ Lp(Ω,A,P),

1
n

n−1∑
i=0

UiF → πF in Lp(Ω,A,P) as n→∞, where πF := E[F |J]. (2.5)

In the Hilbert space case p = 2, πF is the orthogonal projection of F onto the closed subspace

H0 = L2(Ω,J ,P) =
{
F ∈ L2(Ω,A,P) : UF = F

}
(2.6)

of L2(Ω,A,P). Note that H0 is the kernel of the linear operator U − I. Since U is unitary, H0 coincides with
the orthogonal complement of the range of U − I, i.e.,

L2(Ω,A,P) = H0 ⊕ (U − I)(L2). (2.7)

Indeed, every function F ∈ H0 is orthogonal to the range of U − I, since

(UG − G,F)L2 = (UG,F)L2 − (G,F)L2 = (UG,F)L2 − (UG,UF)L2 = (UG,F −UF)L2 = 0

for any G ∈ L2(Ω,A,P). Conversely, every function F ∈ Range(U − I)⊥ is contained in H0 since

‖UF − F‖2
L2 = (UF,UF)L2 − 2(F,UF)L2 + (F,F)L2 = 2(F,F −UF)L2 = 0.

The L2 convergence in (2.5) therefore reduces to a simple functional analytic statement that will be the
starting point for the proof in the general case given below.

Exercise (L2 ergodic theorem). Prove that (2.5) holds for p = 2 and any F ∈ L2(Ω,A,P).

From now on we will use the notation

AnF =
1
n

n−1∑
i=0

F ◦ Θi =
1
n

n−1∑
i=0

UiF

for ergodic averages of Lp random variables. Note that An defines a linear operator. Moreover, An induces
a contraction on Lp(Ω,A,P) for any p ∈ [1,∞] and n ∈ N since

‖AnF‖Lp ≤
1
n

n−1∑
i=0
‖UiF‖Lp = ‖F‖Lp for any F ∈ Lp(Ω,A,P).

Proof (of Theorem 2.5). The proof of the ergodic theorem will be given in several steps. At first we will
show in Step 1 below that for a broad class of functions the convergence in (2.1) follows in an elementary
way. As in the remark above we denote by

H0 = {F ∈ L2(Ω,A,P) : UF = F}

the kernel of the linear operator U − I on the Hilbert space L2(Ω,A,P). Moreover, let

H1 = {UG − G : G ∈ L∞(Ω,A,P)} = (U − I)(L∞),

and let πF = E[F |J].
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Step 1: We show that for any F ∈ H0 + H1,

AnF − πF → 0 in L∞(Ω,A,P). (2.8)

Indeed, suppose that F = F0 +UG − G with F0 ∈ H0 and G ∈ L∞. By the remark above, πF is the
orthogonal projection of F onto H0 in the Hilbert space L2(Ω,A,P), and UG −G is orthogonal to H0.
Hence πF = F0 and

AnF − πF =
1
n

n−1∑
i=0

UiF0 − F0 +
1
n

n−1∑
i=0

Ui(UG − G)

=
1
n
(UnG − G).

Since G ∈ L∞(Ω,A,P) and U is an L∞-isometry, the right hand side converges to 0 in L∞ as n→∞.

Step 2: L2-convergence. By Step 1,
AnF → πF in L2(Ω,A,P) (2.9)

for any F ∈ H0 + H1. As the linear operators An and π are all contractions on L2(Ω,A,P), the
convergence extends to all random variables F in the L2 closure of H0 + H1 by an ε/3 argument.
Therefore, in order to extend (2.9) to all F ∈ L2 it only remains to verify that H0 + H1 is dense in
L2(Ω,A,P). But indeed, since L∞ is dense in L2 and U − I is a bounded linear operator on L2, H1 is
dense in the L2-range of U − I, and hence by (2.7),

L2(Ω,A,P) = H0 + (U − I)(L2) = H0 + H1 ⊆ H0 + H1.

Step 3: Lp-convergence. For F ∈ L∞(Ω,A,P), the sequence (AnF)n∈N is bounded in L∞. Hence for any
p ∈ [1,∞),

AnF → πF in Lp(Ω,A,P) (2.10)

by (2.9) and the dominated convergence theorem. Since An and π are contractions on each Lp space,
the convergence in (2.10) extends to all F ∈ Lp(Ω,A,P) by an ε/3 argument.

Step 4: Almost sure convergence. By Step 1,

AnF → πF P-almost surely (2.11)

for any F ∈ H0 + H1. Furthermore, we have already shown that H0 + H1 is dense in L2(Ω,A,P) and
hence also in L1(Ω,A,P). Now fix an arbitrary F ∈ L1(Ω,A,P), and let (Fk)k∈N be a sequence in
H0 + H1 such that Fk → F in L1. We want to show that AnF converges almost surely as n → ∞,
then the limit can be identified as πF by the L1 convergence shown in Step 3. We already know that
P-almost surely,

lim sup
n→∞

AnFk = lim inf
n→∞

AnFk for any k ∈ N,

and therefore, for k ∈ N and ε > 0,

P[lim sup AnF − lim inf AnF ≥ ε] ≤ P[sup
n
|AnF − AnFk | ≥ ε/2]

= P[sup
n
|An(F − Fk)| ≥ ε/2]. (2.12)

Hence we are done if we can show for any ε > 0 that the right hand side in (2.12) converges to 0 as
k →∞. Since E[|F − Fk |] → 0, the proof is now completed by Lemma 2.6 below. �
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2. Ergodic averages

Lemma 2.6 (Maximal ergodic theorem). Suppose that P = P ◦ Θ−1. Then the following statements hold
for any F ∈ L1(Ω,A,P):

1) E[F; max
1≤i≤n

AiF ≥ 0] ≥ 0 for any n ∈ N,

2) P[sup
n∈N
|AnF | ≥ c] ≤ 1

c E[|F |] for any c ∈ (0,∞).

Note the similarity to the maximal inequality for martingales. The proof is not very intuitive but not difficult
either:

Proof.

1) Let Mn = max
1≤i≤n

(F + F ◦ Θ + · · · + F ◦ Θi−1), and let B = {Mn ≥ 0} = { max
1≤i≤n

AiF ≥ 0}. Then

Mn = F + M+
n−1 ◦ Θ, and hence

F = M+n − M+n−1 ◦ Θ ≥ M+n − M+n ◦ Θ on B.

Taking expectations we obtain

E[F; B] ≥ E[M+n ; B] − E[M+n ◦ Θ;Θ−1(Θ(B))]

≥ E[M+n ] − E[(M+n 1Θ(B)) ◦ Θ]
= E[M+n ] − E[M+n ;Θ(B)] ≥ 0

since B ⊂ Θ−1(Θ(B)).

2) We may assume that F is non-negative - otherwise we can apply the corresponding estimate for |F |.
For F ≥ 0 and c ∈ (0,∞),

E
[
F − c; max

1≤i≤n
AiF ≥ c

]
≥ 0

by 1). Therefore,

c · P
[
max
i≤n

AiF ≥ c
]
≤ E

[
F; max

i≤n
AiF ≥ c

]
≤ E[F]

for any n ∈ N. As n→∞ we can conclude that

c · P
[
sup
i∈N

AiF ≥ c
]
≤ E[F].

The assertion now follows by replacing c by c − ε and letting ε tend to zero. �

Ergodic theorems for Markov chains

Suppose that Θ is the shift on Ω = SZ+ , and (Xn,Pµ) is a canonical time-homogeneous Markov chain with
state space S, initial distribution µ and transition kernel π. Then Θ is measure-preserving w.r.t. Pµ if and
only if µ is an invariant probability measure for π. Furthermore, by Theorem 2.2, the measure Pµ is ergodic
if and only if any function h ∈ L2(µ) satisfying Lh = 0 µ-almost surely is µ-almost surely constant. Other
necessary and sufficient conditions for ergodicity are summarized in the following exercise:

Exercise (Ergodicity of stationary Markov chains). Suppose that µ is an invariant probability mea-
sure for the transition kernel π of a canonical Markov chain (Xn,Px) with state space (S,B). Prove that
the following statements are equivalent:

(i) Pµ is ergodic.
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2.1. Ergodic theorems

(ii) For any F ∈ L1(Pµ),
1
n

n−1∑
i=0

F ◦ Θi → Eµ[F] Pµ-almost surely.

(iii) For any f ∈ L1(µ),
1
n

n−1∑
i=0

f (Xi) →

ˆ
f dµ Pµ-almost surely.

(iv) For any B ∈ B,
1
n

n−1∑
i=0

πi(x,B) → µ(B) for µ-a.e. x ∈ S.

(v) For any B ∈ B such that µ(B) > 0,

Px[TB < ∞] > 0 for µ-a.e. x ∈ S.

(vi) Any B ∈ B such that π1B = 1B µ-a.s. has measure µ(B) ∈ {0,1}.

In particular, we point out the following consequences of Birkhoff’s ergodic theorem for ergodic stationary
Markov chains:

a) Law of large numbers: For any function f ∈ L1(S, µ),

1
n

n−1∑
i=0

f (Xi) →

ˆ
f dµ Pµ-almost surely as n→∞. (2.13)

The law of large numbers for Markov chains is exploited in Markov chain Monte Carlo (MCMC)
methods for the numerical estimation of integrals w.r.t. a given probability measure µ.

b) Estimation of the transition kernel: For any Borel sets A,B ∈ B,

1
n

n−1∑
i=0

1A×B(Xi,Xi+1) → E[1A×B(X0,X1)] =

ˆ
A

µ(dx)p(x,B) (2.14)

Pµ-a.s. as n → ∞. This is applied in statistics of Markov chains for estimating both the invariant
measure and the transition kernel of a Markov chain from observed values.

Both applications lead to new questions:

• How can the deviation of the ergodic average from its limit be quantified?

• What can be said if the initial distribution of the Markov chain is not a stationary distribution?

We return to the first question later - in particular in Sections 2.4 and 3.2. Let us now consider the second
question. The next remark contains some preliminary observations:

Remark (Non-stationary initial distributions).

1) If ν is a probability measure on S that is absolutely continuous w.r.t. a stationary distribution µ then the
law Pν of the Markov chain with initial distribution ν is absolutely continuous w.r.t. Pµ. Therefore,
in this case Pν-almost sure convergence holds in Birkhoff’s Theorem. More generally, Pν-almost sure
convergence holds whenever νπk is absolutely continuous w.r.t. µ for some k ∈ N, since the limits
of the ergodic averages coincide for the original Markov chain (Xn)n≥0 and the chain (Xn+k)n≥0 with
initial distribution νπk .
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2. Ergodic averages

2) Since Pµ =
´

Px µ(dx), Pµ-almost sure convergence also implies Px-almost sure convergence of the
ergodic averages for µ-almost every x.

3) Nevertheless, Pν-almost sure convergence does not hold in general. In particular, there are many
Markov chains that have several stationary distributions. If ν and µ are different stationary distributions
for the transition kernel π then the limits Eν[F |J] and Eµ[F |J] of the ergodic averages AnF w.r.t.
Pν and Pµ respectively do not coincide.

We conclude this section with two necessary and sufficient conditions guaranteeing that the ergodic
averages converge for every initial distribution:

Corollary 2.7 (Liouville Theorem and ergodicity for arbitrary initial distributions). Suppose that µ
is an invariant probability measure for the transition kernel π of a canonical Markov chain (Xn,Px).
Then the following statements are all equivalent:

(i) For any x ∈ S and B ∈ B with µ(B) > 0,

Px [Xn ∈ B infinitely often] = 1. (2.15)

(ii) The constants are the only bounded harmonic functions for the generator L = π − I.

(iii) For any bounded measurable function F : Ω→ R and any x ∈ S,

1
n

n−1∑
i=0

F ◦ Θi → Eµ[F] Px-almost surely.

Proof. We first note that by the exercise above, each of the conditions (i), (ii) and (iii) implies ergodicity of
Pµ. We now show that “(i)⇒(ii)⇒(iii)⇒(i)”.

(i)⇒(ii). Suppose that h : S → R is a bounded harmonic function, and let x ∈ S. Then h(Xn) is a bounded
martingale w.r.t. Px . By the L1 martingale convergence theorem, h(Xn) converges Px-almost surely, and

h(x) = Ex[h(X0)] = Ex[lim h(Xn)]. (2.16)

Now fix c ∈ R such that both µ(h ≥ c) and µ(h ≤ c) are strictly positive. For example, we may choose c as
a median of µ ◦ h−1. Then by (i), for any x ∈ S,

Px[h(Xn) ≥ c infinitely often] = 1 = Px[h(Xn) ≤ c infinitely often].

Hence by (2.16), h(x) = c for any x ∈ S.

(ii)⇒(iii). Consider the event A := { 1
n

∑n−1
i=0 F ◦ Θi → Eµ[F]}. Observe that by ergodicity, Pµ[A] = 1.

Moreover, A is shift-invariant, and hence h(x) := Px[A] is a bounded harmonic function. Therefore, by (ii),
h is constant, and thus

h(x) =
ˆ

h dµ = Pµ[A] = 1 for any x ∈ S.

(iii)⇒(i). Let B ∈ B with µ(B) > 0. Then applying (iii) with F = 1B(X0) shows that (2.15) holds. �

Remark. The assumption (2.15) is satisfied if the Markov chain is “globally Harris recurrent”, see Meyn
and Tweedie [40, Theorem 9.1.4]. Necessary and sufficient conditions for Harris recurrence are given in
Theorem 1.11.
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2.2. Ergodic theory in continuous time

We now extend the results in Section 2.1 to the continuous time case. Indeed we will see that the main results
in continuous time can be deduced from those in discrete time.

Ergodic theorem

Let (Ω,A,P) be a probability space. Furthermore, suppose that we are given a product-measurable map

Θ : [0,∞) ×Ω→ Ω

(t , ω) 7→ Θt (ω)

satisfying the semigroup property

Θ0 = idΩ and Θt ◦ Θs = Θt+s for any t, s ≥ 0. (2.17)

The analogue in discrete time are the maps Θn(ω) = Θ
n(ω). As in the discrete time case, the main example

for the maps Θt are the time-shifts on the canonical probability space of a stochastic process:

Example (Stationary processes in continuous time). Suppose Ω = C([0,∞),S) or
Ω = D([0,∞),S) is the space of continuous, right-continuous or càdlàg functions from [0,∞) to S,
Xt (ω) = ω(t) is the evolution of a function at time t, and A = σ(Xt : t ∈ [0,∞)). Then, by right
continuity of t 7→ Xt (ω), the time-shift Θ : [0,∞) ×Ω→ Ω defined by

Θt (ω) = ω(t + ·) for t ∈ [0,∞),ω ∈ Ω,

is product-measurable and satisfies the semigroup property (2.17). Suppose moreover that P is a
probabilitymeasure on (Ω,A). Then the continuous-time stochastic process ((Xt )t∈[0,∞),P) is stationary,
i.e.,

(Xs+t )t∈[0,∞) ∼ (Xt )t∈[0,∞) under P for any s ∈ [0,∞),

if and only if P is shift-invariant, i.e., iff P ◦ Θ−1
s = P for any s ∈ [0,∞).

The σ-algebra of shift-invariant events is defined by

J =
{

A ∈ A : A = Θ−1
s (A) for any s ∈ [0,∞)

}
.

Verify for yourself that the definition is consistent with the one in discrete time, and that J is indeed a
σ-algebra.

Theorem 2.8 (Ergodic theorem in continuous time). Suppose that P is a probability measure on (Ω,A)
satisfying P◦Θ−1

s = P for any s ∈ [0,∞). Then for any p ∈ [1,∞] and any randomvariable F ∈ Lp(Ω,A,P),

lim
t→∞

1
t

ˆ t

0
F ◦ Θs ds = E[F |J] P-almost surely and in Lp(Ω,A,P). (2.18)

Similarly to the discrete time case, we use the notation

AtF =
1
t

ˆ t

0
F ◦ Θs ds

for the ergodic averages. It is straightforward to verify that At is a contraction on Lp(Ω,A,P) for any
p ∈ [1,∞] provided the maps Θs are measure-preserving.
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Proof.

Step 1: Time discretization. Suppose that F is uniformly bounded, and let

F̂ :=
ˆ 1

0
F ◦ Θs ds.

Since (s,ω) 7→ Θs(ω) is product-measurable, F̂ is a well-defined uniformly bounded random variable.
Furthermore, by the semigroup property (2.17),

AnF = ÂnF̂ for any n ∈ N, where ÂnF̂ :=
1
n

n−1∑
i=0

F̂ ◦ Θi

denotes the discrete time ergodic average of F̂. If t ∈ [0,∞) is not an integer then we can estimate

|AtF − Âbt c F̂ | = |AtF − Abt cF | ≤
����1t ˆ t

bt c

F ◦ Θs ds
���� + (

1
btc
−

1
t

)
·

�����ˆ bt c0
F ◦ Θs ds

�����
≤

1
t

sup |F | +
(

t
btc
− 1

)
· sup |F |.

The right-hand side is independent of ω and converges to 0 as t →∞. Hence by the ergodic theorem
in discrete time,

lim
t→∞

AtF = lim
n→∞

ÂnF̂ = E[F̂ |Ĵ ] P-a.s. and in Lp for any p ∈ [1,∞), (2.19)

where Ĵ =
{

A ∈ A : Θ−1
1 (A) = A

}
is the collection of Θ1-invariant events.

Step 2: Identification of the limit. Next we show that the limit in (2.19) coincides with the conditional
expectation E[F |J] P-almost surely. To this end note that the limit superior of AtF as t → ∞ is
J -measurable, since

(AtF) ◦ Θs =
1
t

ˆ t

0
F ◦ Θu ◦ Θs du =

1
t

ˆ t

0
F ◦ Θu+s du =

1
t

ˆ s+t

s

F ◦ Θu du

has the same limit superior as AtF for any s ∈ [0,∞). Since L1 convergence holds,

lim
t→∞

AtF = E[lim AtF |J] = lim E[AtF |J] = lim
t→∞

1
t

ˆ t

0
E[F ◦ Θs |J] ds

P-almost surely. SinceΘs is measure-preserving, it can be easily verified that E[F ◦Θs |J] = E[F |J]
P-almost surely for any s ∈ [0,∞). Hence

lim
t→∞

AtF = E[F |J] P-almost surely.

Step 3: Extension to F ∈ Lp. Since Fb(Ω) is a dense subset of Lp(Ω,A,P) and At is a contraction w.r.t. the
Lp-norm, the Lp convergence in (2.18) holds for any F ∈ Lp by an ε/3-argument. In order to show
that almost sure convergence holds for any F ∈ L1 we apply once more the maximal ergodic theorem
2.6. For t ≥ 1,

|AtF | ≤
1
t

ˆ bt c+1

0
|F ◦ Θs | ds =

btc + 1
t

Âbt c+1 ˆ|F | ≤ 2Âbt c+1 ˆ|F |.
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Hence for any c ∈ (0,∞),

P
[
sup
t>1
|AtF | ≥ c

]
≤ P

[
sup
n∈N

Ân
ˆ|F | ≥ c/2

]
≤

2
c

E[ ˆ|F |] ≤
2
c

E[|F |].

Thus we have deduced a maximal inequality in continuous time from the discrete time maximal
ergodic theorem. The proof of almost sure convergence of the ergodic averages can now be completed
similarly to the discrete time case by approximating F by uniformly bounded functions, cf. the proof
of Theorem 2.5 above. �

The ergodic theorem implies the following alternative characterizations of ergodicity:

Corollary 2.9 (Ergodicity and decay of correlations). Suppose that P ◦ Θ−1
s = P for any s ∈ [0,∞).

Then the following statements are equivalent:

(i) P is ergodic w.r.t. (Θs)s≥0.

(ii) For any F ∈ L2(Ω,A,P),

Var
(
1
t

ˆ t

0
F ◦ Θs ds

)
→ 0 as t →∞.

(iii) For any F ∈ L2(Ω,A,P),

1
t

ˆ t

0
Cov (F ◦ Θs,F) ds→ 0 as t →∞.

(iv) For any A,B ∈ A,
1
t

ˆ t

0
P

[
A ∩ Θ−1

s (B)
]

ds→ P[A] P[B] as t →∞.

The proof is left as an exercise.

Applications

a) Flows of ordinary differential equations
Let b : Rd → Rd be a smooth (C∞) vector field. The flow (Θt )t∈R of b is a dynamical system on Ω = Rd
defined by

d
dt
Θt (ω) = b(Θt (ω)), Θ0(ω) = ω for any ω ∈ Rd . (2.20)

For a smooth function F : Rd → R and t ∈ R let

(UtF)(ω) = F(Θt (ω)).

Then the flow equation (2.20) implies the forward equation

d
dt

UtF = ÛΘt · (∇F) ◦ Θt = (b · ∇F) ◦ Θt, i.e.,

(F)
d
dt

UtF = UtLF where LF = b · ∇F
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is the infinitesimal generator of the time-evolution. There is also a corresponding backward equation that
follows from the identityUhUt−hF = UtF. By differentiating w.r.t. h at h = 0 we obtainLUtF− d

dtUtF = 0,
and thus

(B)
d
dt

UtF = LUtF = b · ∇(F ◦ Θt ).

The backward equation can be used to identify invariant measures for the flow (Θt )t∈R. Suppose that P is
a positive measure on Rd with a smooth density % w.r.t. Lebesgue measure λ, and let F ∈ C∞0 (R

d). Then

d
dt

ˆ
UtF dP =

ˆ
b · ∇(F ◦ Θt )% dλ =

ˆ
F ◦ Θt div(%b) dλ.

Hence we can conclude that if
div(%b) = 0

then
´

F ◦ Θt dP =
´

UtF dP =
´

F dP for any F ∈ C∞0 (R
d) and t ≥ 0, i.e.,

P ◦ Θ−1
t = P for any t ∈ R.

Example (Hamiltonian systems). In Hamiltonian mechanics, the state space of a system is Ω = R2d

where a vector ω = (q, p) ∈ Ω consists of the position variable q ∈ Rd and the momentum variable
p ∈ Rd . If we choose units such that the mass is equal to one then the total energy is given by the
Hamiltonian

H(q, p) =
1
2
|p|2 + V(q)

where 1
2 |p|

2 is the kinetic energy and V(q) is the potential energy. Here we assume V ∈ C∞(Rd). The
dynamics is given by the equations of motion

dq
dt
=
∂H
∂p
(q, p) = p,

dp
dt
= −

∂H
∂q
(q, p) = −∇V(q).

A simple example is the harmonic oscillator (pendulum) where d = 1 and V(q) = 1
2 q2. Let (Θt )t∈R be

the corresponding flow of the vector field

b(q, p) =

(
∂H
∂p (q, p)
− ∂H∂q (q, p)

)
=

(
p

−∇V(q)

)
.

The first important observation is that the system does not explore the whole state space, since the energy
is conserved:

d
dt

H(q, p) =
∂H
∂q
(q, p) ·

dq
dt
+
∂H
∂p
(q, p) ·

dp
dt
= (b · ∇H) (q, p) = 0 (2.21)

where the dot stands both for the Euclidean inner product in Rd and in R2d . Thus H ◦ Θt is constant,
i.e., t 7→ Θt (ω) remains on a fixed energy shell.

Figure 2.1.: Trajectories of harmonic oscillator
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As a consequence, there are infinitely many invariant measures. Indeed, suppose that
%(q, p) = g(H(q, p)) for a smooth non-negative function g on R. Then the measure

P(dω) = g(H(ω)) λ2d(dω)

is invariant w.r.t. (Θt ) because

div(%b) = b · ∇% + % div(b) = (g′ ◦ H) (b · ∇H) + %
(
∂2H
∂q∂p

−
∂2H
∂p∂q

)
= 0

by (2.21). What about ergodicity? For any Borel set B ⊆ R, the event {H ∈ B} is invariant w.r.t. (Θt ) by
conservation of the energy. Therefore, ergodicity can not hold if g is a smooth function. However, the
example of the harmonic oscillator shows that ergodicity may hold if we replace g by a Dirac measure,
i.e., if we restrict to a fixed energy shell.

Remark (Deterministic vs. stochastic dynamics). Theflowof an ordinary differential equation can be seen
as a very special Markov process - with a deterministic dynamics. More generally, the ordinary differential
equation can be replaced by a stochastic differential equation to obtain Itô type diffusion processes, cf. below.
In this case it is not possible any more to choose Ω as the state space of the system as we did above - instead
Ω has to be replaced by the space of all trajectories with appropriate regularity properties.

b) Gaussian processes
Simple examples of non-Markovian stochastic processes can be found in the class of Gaussian processes.
We consider the canonical model with Ω = D([0,∞),R), Xt (ω) = ω(t),
A = σ(Xt : t ∈ R+), and Θt (ω) = ω(t + ·). In particular,

Xt ◦ Θs = Xt+s for any t, s ≥ 0.

Let P be a probability measure on (Ω,A). The stochastic process (Xt,P) is called aGaussian process if and
only if (Xt1, . . . ,Xtn ) has a multivariate normal distribution for any n ∈ N and t1, . . . , tn ∈ R+ (Recall that
it is not enough to assume that Xt is normally distributed for any t!). The law P of a Gaussian process is
uniquely determined by the averages and covariances

m(t) = E[Xt ], c(s, t) = Cov(Xs,Xt ), s, t ≥ 0.

It can be shown (Exercise) that a Gaussian process is stationary if and only if m(t) is constant, and

c(s, t) = r(|s − t |)

for some function r : R+ → R (auto-correlation function). To obtain a necessary condition for ergodicity
note that if (Xt,P) is stationary and ergodic then 1

t

´ t
0 Xs ds converges to the constant average m, and hence

Var
(
1
t

ˆ t

0
Xs ds

)
→ 0 as t →∞.

On the other hand, by Fubini’s theorem,

Var
(
1
t

ˆ t

0
Xs ds

)
= Cov

(
1
t

ˆ t

0
Xs ds,

1
t

ˆ t

0
Xu du

)
=

1
t2

ˆ t

0

ˆ t

0
Cov (Xs,Xu) duds =

1
2t2

ˆ t

0

ˆ s

0
r(s − u) duds

=
1

2t2

ˆ t

0
(t − v)r(v) dv =

1
2t

ˆ t

0

(
1 −

v

t

)
r(v) dv

∼
1
2t

ˆ t

0
r(v)dv asymptotically as t →∞.

A. Eberle Markov Processes (v. July 7, 2020) 41



2. Ergodic averages

Hence ergodicity can only hold if

lim
t→∞

1
t

ˆ t

0
r(v) dv = 0.

It can be shown by Spectral analysis/Fourier transform techniques that this condition is also sufficient for
ergodicity, cf. e.g. Lindgren, “Lectures on Stationary Stochastic Processes” [36].

c) Random Fields
We have stated the ergodic theorem for temporal, i.e., one-dimensional averages. There are corresponding
results in the multi-dimensional case, i.e., t ∈ Zd or t ∈ Rd, cf. e.g. Stroock, “Probability Theory: An
Analytic View” [52]. These apply for instance to ergodic averages of the form

AtF =
1
(2t)d

ˆ
(−t ,t)d

F ◦ Θs ds, t ∈ R+,

where (Θs)s∈Rd is a group of measure-preserving transformations on a probability space (Ω,A,P). Multi-
dimensional ergodic theorems are important for the study of stationary random fields. Here we just mention
briefly two typical examples:

Example (Massless Gaussian free field on Zd). Let Ω = RZd where d ≥ 3, and let Xs(ω) = ωs for
ω = (ωs) ∈ Ω. Themassless Gaussian free field is the probability measure P on Ω given informally by

“ P(dω) =
1
Z

exp

(
−

1
2

∑
s ,t∈Zd

|s−t |=1

|ωt − ωs |
2

) ∏
s∈Zd

dωs ”. (2.22)

The expression is not rigorous since the Gaussian free field on RZd does not have a density w.r.t. a
product measure. Indeed, the density in (2.22) would be infinite for almost every ω. Nevertheless, P
can be defined rigorously as the law of a centered Gaussian process (or random field) (Xs)s∈Zd with
covariances

Cov(Xs,Xt ) = G(s, t) for any s, t ∈ Zd,

where G(s, t) =
∞∑
n=0

pn(s, t) is the Green’s function of the Random Walk on Zd . The connection to the

informal expression in (2.22) is made by observing that the generator of the random walk is the discrete
Laplacian ∆Zd , and the informal density in (2.22) takes the form

Z−1 exp
(
−

1
2
(ω,∆Zdω)l2(Zd )

)
.

For d ≥ 3, the random walk on Zd is transient. Hence the Green’s function is finite, and one can show
that there is a unique centered Gaussian measure P on Ω with covariance function G(s, t). Since G(s, t)
depends only on s− t, the measure P is stationary w.r.t. the shiftΘs(ω) = ω(s+ ·), s ∈ Zd . Furthermore,
decay of correlations holds for d ≥ 3 since

G(s, t) ∼ |s − t |2−d as |s − t | → ∞.

It can be shown that this implies ergodicity of P, i.e., the P-almost sure limits of spatial ergodic averages
are constant. In dimensions d = 1,2 the Green’s function is infinite and the massless Gaussian free field
does not exist. However, in any dimension d ∈ N it is possible to define in a similar way the Gaussian
free field with mass m ≥ 0, where G is replaced by the Green’s function of the operator m2 − ∆Zd .

Example (Markov chains in random environment). Suppose that (Θx)x∈Zd is stationary and ergodic
on a probability space (Ω,A,P), and let q : Ω × Zd → [0,1] be a stochastic kernel from Ω to Zd . Then
random transition probabilities on Zd can be defined by setting

π(ω, x, y) = q (Θx(ω), y − x) for any ω ∈ Ω and x, y ∈ Zd .
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For any fixed ω ∈ Ω, π(ω, ·) is the transition matrix of a Markov chain on Zd . The variable ω is called
the random environment - it determines which transition matrix is applied. One is now considering
a two-stage model where at first an environment ω is chosen at random, and then (given ω) a Markov
chain is run in this environment. Typical questions that arise are the following:

• Quenched asymptotics. How does the Markov chain with transition kernel π(ω, ·, ·) behave
asymptotically for a typical ω (i.e., for P-almost every ω ∈ Ω)?

• Annealed asymptotics. What can be said about the asymptotics if one is averaging over ω w.r.t.
P?

For an introduction to these and other questions see e.g. Sznitman, “Ten lectures on Randommedia” [4].

Ergodic theory for Markov processes

We now return to our main interest in these notes: The application of ergodic theorems to Markov processes
in continuous time. Suppose that (pt )t∈[0,∞) is a transition function of a time-homogeneous Markov process
(Xt,Pµ) on (Ω,A). We assume that (Xt )t∈[0,∞) is the canonical process on Ω = D([0,∞),S), A = σ(Xt : t ∈
[0,∞)), and µ is the law of X0 w.r.t. Pµ. The measure µ is a stationary distribution for (pt ) iff µpt = µ for any
t ∈ [0,∞). The existence of stationary distributions can be shown by the theorems of Krylov-Bogoliubov
and Foguel. The proof of the next theorem is left as an exercise.

Theorem 2.10 (Characterizations of ergodicity in continuous time). 1) The shift semigroup
Θs(ω) = ω(t + ·), t ≥ 0, preserves the measure Pµ if and only if µ is a stationary distribution for
(pt )t≥0.

2) In this case, the following statements are all equivalent

(i) Pµ is ergodic.

(ii) For any f ∈ L2(S, µ),

1
t

ˆ t

0
f (Xs) ds→

ˆ
f dµ Pµ-a.s. as t →∞.

(iii) For any f ∈ L2(S, µ),

VarPµ

(
1
t

ˆ t

0
f (Xs) ds

)
→ 0 as t →∞.

(iv) For any f ,g ∈ L2(S, µ),

1
t

ˆ t

0
CovPµ (g(X0), f (Xs)) ds→ 0 as t →∞.

(v) For any A,B ∈ B,

1
t

ˆ t

0
Pµ [X0 ∈ A,Xs ∈ B] ds→ µ(A)µ(B) as t →∞.

(vi) For any B ∈ B,
1
t

ˆ t

0
ps(x,B) ds→ µ(B) µ-a.e. as t →∞.
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2. Ergodic averages

(vii) For any B ∈ B with µ(B) > 0,

Px[TB < ∞] > 0 for µ-a.e. x ∈ S.

(viii) For any B ∈ B such that pt1B = 1B µ-a.e. for any t ≥ 0,

µ(B) ∈ {0,1}.

(ix) Any function h ∈ Fb(S) satisfying pth = h µ-a.e. for any t ≥ 0 is constant up to a set of
µ-measure zero.

Again, ergodicity can be verified by the strong Feller property:

Corollary 2.11. Suppose that one of the transition kernels pt, t > 0, is strong Feller. Then Pµ is stationary
and ergodic for any stationary distribution µ of (pt )t≥0 that has connected support.

The proof is similar to that of the corresponding result in discrete time, cf. Corollary 2.4.

Example (Brownian motion on R/Z). A Brownian motion (Xt ) on the circle R/Z can be obtained by
considering a Brownian motion (Bt ) on R modulo the integers, i.e.,

Xt = Bt − bBtc ∈ [0,1) ⊆ R/Z.

Since Brownian motion on R has the smooth transition density

pRt (x, y) = (2πt)−1/2 exp(−|x − y |2/(2t)),

the transition density of Brownian motion on R/Z w.r.t. the uniform distribution is given by

pt (x, y) =
∑
n∈Z

pRt (x, y + n) =
1
√

2πt

∑
n∈Z

e−
|x−y−n |2

2t for any t > 0 and x, y ∈ [0,1).

Since pt is a smooth function with bounded derivatives of all orders, the transition kernels are strong
Feller for any t > 0. The uniform distribution on R/Z is stationary for (pt )t≥0. Therefore, by Corollary
2.11, Brownian motion on R/Z with uniform initial distribution is a stationary and ergodic Markov
process.

A similar reasoning as in the last example can be carried out for general non-degenerate diffusion processes
on Rd. These are Markov processes generated by a second order differential operator of the form

L =
1
2

d∑
i, j=1

ai j(x)
∂2

∂xi∂xj
+

d∑
i=1

bi(x)
∂

∂xi
.

By PDE theory it can be shown that if the coefficients are locally Hölder continuous, the matrix (ai j(x)) is
non-degenerate for any x, and appropriate growth conditions hold at infinity then there is a unique transition
semigroup (pt )t≥0 with a smooth transition density corresponding to L, cf. e.g. [X X X]. Therefore,
Corollary 2.11 can be applied to prove that the law of a corresponding Markov process with stationary initial
distribution is stationary and ergodic.
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2.3. Structure of invariant measures

2.3. Structure of invariant measures

In this section we apply the ergodic theorem to study the structure of the set of all invariant measures w.r.t.
a given one-parameter family of transformations (Θt )t≥0, as well as the structure of the set of all stationary
distributions of a given transition semigroup (pt )t≥0.

The convex set of Θ-invariant probability measures

Let Θ : R+ ×Ω→ Ω, (t,ω) 7→ Θt (ω) be product-measurable on (Ω,A) satisfying the semigroup property

Θ0 = idΩ, Θt ◦ Θs = Θt+s for any t, s ≥ 0,

and let J =
{

A ∈ A : Θ−1
t (A) = A for any t ≥ 0

}
. Alternatively, the results will also hold in the discrete

time case, i.e., R+ may be replaced by Z+. We denote by

S(Θ) =
{
P ∈ P(Ω) : P ◦ Θ−1

t = P for any t ≥ 0
}

the set of all (Θt )-invariant (stationary) probability measures on (Ω,A).

Lemma 2.12 (Singularity of ergodic probability measures). Suppose P,Q ∈ S(Θ) are distinct ergodic
probability measures. Then P and Q are singular on the σ-algebra J , i.e., there exists an event A ∈ J such
that P[A] = 1 and Q[A] = 0.

Proof. This is a direct consequence of the ergodic theorem. If P , Q then there is a random variable
F ∈ Fb(Ω) such that

´
F dP ,

´
F dQ. The event

A :=
{
lim sup
t→∞

AtF =
ˆ

F dP
}

is contained in J , and by the ergodic theorem, P[A] = 1 and Q[A] = 0. �

Recall that an element x in a convex set C is called an extreme point of C if x can not be represented in
a non-trivial way as a convex combination of elements in C. The set Ce of all extreme points in C is hence
given by

Ce = {x ∈ C : @ x1, x2 ∈ C\{x}, α ∈ (0,1) : x = αx1 + (1 − α)x2} .

Theorem 2.13 (Structure and extremals of S(Θ)). 1) The set S(Θ) is convex.

2) A (Θt )-invariant probability measure P is extremal in S(Θ) if and only if P is ergodic.

3) If Ω is a polish space and A is the Borel σ-algebra then any (Θt )-invariant probability measure P
on (Ω,A) can be represented as a convex combination of extremal (ergodic) elements in S(Θ), i.e.,
there exists a probability measure % on S(Θ)e such that

P =
ˆ
S(Θ)e

Q %(dQ).

Proof. 1) If P1 and P2 are (Θt )-invariant probability measures then any convex combination αP1 + (1 −
α)P2, α ∈ [0,1], is (Θt )-invariant, too.
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2. Ergodic averages

2) Suppose first that P ∈ S(Θ) is ergodic and P = αP1+ (1−α)P2 for some α ∈ (0,1) and P1,P2 ∈ S(Θ).
Then P1 and P2 are both absolutely continuous w.r.t. P. Hence P1 and P2 are ergodic, i.e., they only
take the values 0 and 1 on sets in J . Since distinct ergodic measures are singular by Lemma 2.12 we
can conclude that P1 = P = P2, i.e., the convex combination is trivial. This shows P ∈ S(Θ)e.
Conversely, suppose that P ∈ S(Θ) is not ergodic, and let A ∈ J such that P[A] ∈ (0,1). Then P can
be represented as a non-trivial combination by conditioning on σ(A):

P = P[ · |A] P[A] + P[ · |Ac] P[Ac].

As A is in J , the conditional distributions P[ · |A] and P[ · |Ac] are both (Θt )-invariant again. Hence
P < S(Θ)e.

3) This part is a bit tricky, and we only sketch the main idea. For more details see e.g. Varadhan,
“Probability Theory” [53]. Since (Ω,A) is a polish space with Borel σ-algebra, there is a regular
version pJ(ω, ·) of the conditional distributions P[ · |J](ω) given the σ-algebra J . Furthermore, it
can be shown that pJ(ω, ·) is stationary and ergodic for P-almost every ω ∈ Ω (The idea in the
background is that we “divide out” the non-trivial invariant events by conditioning on J ). Assuming
the ergodicity of pJ(ω, ·) for P-a.e. ω, we obtain the representation

P(dω) =
ˆ

pJ(ω, ·) P(dω)

=

ˆ
S(Θ)e

Q %(dQ)

where % is the law of ω 7→ pJ(ω, ·) under P. Here we have used the definition of a regular version of
the conditional distribution and the transformation theorem for Lebesgue integrals.
To prove ergodicity of pJ(ω, ·) for almost every ω one can use that a measure is ergodic if and only
if all limits of ergodic averages of indicator functions are almost surely constant. For a fixed event
A ∈ A,

lim
t→∞

1
t

ˆ t

0
1A ◦ Θs ds = P[A|J] P-almost surely, and thus

lim
t→∞

1
t

ˆ t

0
1A ◦ Θs ds = pJ(ω, A) pJ(ω, ·)-almost surely for P-a.e. ω.

The problem is that the exceptional set in “P-almost every” depends on A, and there are uncountably
many events A ∈ A in general. To resolve this issue, one can use that the Borel σ-algebra on a Polish
space is generated by countably many sets An. The convergence above then holds simultaneously with
the same exceptional set for all An. This is enough to prove ergodicity of pJ(ω, ·) for P-almost every
ω. �

The set of stationary distributions of a transition semigroup

We now specialize again to Markov processes. Let p = (pt )t≥0 be a transition semigroup on (S,B), and
let (Xt,Px) be a corresponding canonical Markov process on Ω = D(R+,S). We now denote by S(p) the
collection of all stationary distributions for (pt )t≥0, i.e.,

S(p) = {µ ∈ P(S) : µ = µpt for any t ≥ 0} .

As usually in this setup, J is the σ-algebra of events in A = σ(Xt : t ≥ 0) that are invariant under time-shifts
Θt (ω) = ω(t + ·).

46 University of Bonn
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Exercise (Shift-invariants events for Markov processes). Show that for any A ∈ J there exists a
Borel set B ∈ B such that pt1B = 1B µ-almost surely for any t ≥ 0, and

A =
⋂
n∈N

⋃
m≥n

{Xm ∈ B} = {X0 ∈ B} P-almost surely.

The next result is an analogue to Theorem 2.13 for Markov processes. It can be either deduced from
Theorem 2.13 or proven independently.

Theorem 2.14 (Structure and extremals of S(p)). 1) The set S(p) is convex.

2) A stationary distribution µ of (pt ) is extremal inS(p) if and only if any set B ∈ B such that pt1B = 1B

µ-a.s. for any t ≥ 0 has measure µ(B) ∈ {0,1}.

3) Any stationary distribution µ of (pt ) can be represented as a convex combination of extremal elements
in S(p).

Remark (Phase transitions). The existence of several stationary distributions can correspond to the occur-
rence of a phase transition. For instance we will see in Section 5.4 below that for the heat bath dynamics of
the Ising model on Zd there is only one stationary distribution above the critical temperature but there are
several stationary distributions in the phase transition regime below the critical temperature.

2.4. Central limit theorem for ergodic averages

Let (pt )t≥0 be the transition semigroup of a Markov process ((Xt )t∈Z+,Px) in discrete time or a right-
continuous Markov process ((Xt )t∈R+,Px) in continuous time with state space (S,B). In discrete time,
pt = πt where π is the one-step transition kernel. Suppose that µ is a stationary distribution of (pt )t≥0. If
ergodicity holds then by the ergodic theorem, for any f ∈ L1(µ), the averages

At f =
1
t

t−1∑
i=0

f (Xi), At f =
1
t

ˆ t

0
f (Xs) ds respectively,

converge to µ( f ) =
´

f dµ Pµ-almost surely and in L2(Pµ). In this section, we study the asymptotics of the
fluctuations of At f around µ( f ) as t →∞ for f ∈ L2(µ).

Bias and variance of stationary ergodic averages

Theorem 2.15 (Bias, variance and asymptotic variance of ergodic averages). Let f ∈ L2(µ) and let
f0 = f − µ( f ). The following statements hold:

1) For any t > 0, At f is an unbiased estimator for µ( f ) w.r.t. Pµ, i.e.,

EPµ [At f ] = µ( f ).

2) The variance of At f in stationarity is given by

VarPµ [At f ] =
1
t

Varµ( f ) +
2
t

t∑
k=1

(
1 −

k
t

)
Covµ( f , πk f ) in discrete time,

VarPµ [At f ] =
2
t

ˆ t

0

(
1 −

r
t

)
Covµ( f , pr f )dr in continuous time, respectively.
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2. Ergodic averages

3) Suppose that the series G f0 =
∑∞

k=0 π
k f0 or the integral G f0 =

´ ∞
0 ps f0 ds (in discrete/ continuous

time respectively) converges in L2(µ). Then the asymptotic variance of
√

t At f is given by

lim
t→∞

t · VarPµ [At f ] = σ2
f , where

σ2
f = Varµ( f ) + 2

∞∑
k=1

Covµ( f , πk f ) = 2( f0,G f0)L2(µ) − ( f0, f0)L2(µ)

in the discrete time case, and

σ2
f = 2

ˆ ∞
0

Covµ( f , ps f )ds = 2( f0,G f0)L2(µ)

in the continuous time case, respectively.

Remark. 1) The asymptotic variance equals

σ2
f = VarPµ [ f (X0)] + 2

∞∑
k=1

CovPµ [ f (X0), f (Xk)],

σ2
f = 2

ˆ ∞
0

CovPµ [ f (X0), f (Xs)]ds, respectively.

If G f0 exists then the variance of the ergodic averages behaves asymptotically as σ2
f /t.

2) The statements hold under the assumption that the Markov process is started in stationarity. Bounds
for ergodic averages of Markov processes with non-stationary initial distribution are given in Section
3.2 below.

Proof (of Theorem 2.15.). We prove the results in the continuous time case. The analogue discrete time
case is left as an exercise. Note first that by right-continuity of (Xt )t≥0, the process (s,ω) 7→ f (Xs(ω)) is
product measurable and square integrable on [0, t] ×Ω w.r.t. λ ⊗ Pµ for any t ∈ R+.

1) By Fubini’s theorem and stationarity,

EPµ

[
1
t

ˆ t

0
f (Xs) ds

]
=

1
t

ˆ t

0
EPµ [ f (Xs)] ds = µ( f ) for any t > 0.

2) Similarly, by Fubini’s theorem, stationarity and the Markov property,

VarPµ [At f ] = CovPµ

[
1
t

ˆ t

0
f (Xs) ds,

1
t

ˆ t

0
f (Xu) du

]
=

2
t2

ˆ t

0

ˆ u

0
CovPµ [ f (Xs), f (Xu)] ds du

=
2
t2

ˆ t

0

ˆ u

0
Covµ( f , pu−s f ) ds du

=
2
t2

ˆ t

0
(t − r)Covµ( f , pr f ) dr .

3) Note that by stationarity, µ(pr f ) = µ( f ), and hence

Covµ( f , pr f ) =
ˆ

f0 pr f0 dµ for any r ≥ 0.
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2.4. Central limit theorem for ergodic averages

Therefore, by 2) and Fubini’s theorem,

t · VarPµ [At f ] = 2
ˆ t

0

(
1 −

r
t

) ˆ
f0 pr f0 dµ dr

= 2
(

f0,
ˆ t

0

(
1 −

r
t

)
pr f0 dr

)
L2(µ)

→ 2
(

f0,
ˆ ∞

0
pr f0 dr

)
L2(µ)

as t →∞

provided the integral
´ ∞

0 pr f0 dr converges in L2(µ). Here the last conclusion holds since L2(µ)-
convergence of

´ t
0 pr f0 dr as t →∞ implies that

ˆ t

0

r
t

pr f0 dr =
1
t

ˆ t

0

ˆ r

0
pr f0 dsdr =

1
t

ˆ t

0

ˆ t

s

pr f0 drds→ 0 in L2(µ) as t →∞.
�

Remark (Potential operator, existence of asymptotic variance). The theorem states that the asymptotic
variance of

√
t At f exists if the series/integral G f0 converges in L2(µ). Notice that G is a linear operator

that is defined in the same way as the Green’s function. However, the Markov process is recurrent due to
stationarity, and therefore G1B = ∞ µ-a.s. on B for any Borel set B ⊆ S. Nevertheless, G f0 often exists
because f0 has mean µ( f0) = 0. Some sufficient conditions for the existence of G f0 (and hence of the
asymptotic variance) are given below. If G f0 exists for any f ∈ L2(µ) then G induces a linear operator on
the Hilbert space

L2
0(µ) = { f ∈ L2(µ) : µ( f ) = 0},

i.e., on the orthogonal complement of the constant functions in L2(µ). This linear operator is called the
potential operator. It is the inverse of the negative generator restricted to the orthogonal complement of
the constant functions. Indeed, in discrete time,

−LG f0 = (I − π)
∞∑
n=0

πn f0 = f0

whenever G f0 converges. Similarly, in continuous time, if G f0 exists then

−LG f0 = − lim
h↓0

ph − I
h

ˆ ∞
0

pt f0 dt = lim
h↓0

1
h

(ˆ ∞
0

pt f0 dt −
ˆ ∞

0
pt+h f0 dt

)
= lim

h↓0

1
h

ˆ h

0
pt f0 dt = f0.

The last conclusion holds by strong continuity of t 7→ pt f0, cf. Theorem 4.4 below.

Exercise (Sufficient conditions for existence of the asymptotic variance). Prove that in the continu-
ous time case, G f0 =

´ ∞
0 pt f0 dt converges in L2(µ) if one of the following conditions is satisfied:

(i) Decay of correlations:
´ ∞

0

��CovPµ [ f (X0), f (Xt )]
�� dt < ∞.

(ii) L2 bound:
´ ∞

0 ‖pt f0‖L2(µ)dt < ∞.

Deduce non-asymptotic (t finite) and asymptotic (t → ∞) bounds for the variances of ergodic averages
under the assumption that either the correlations | CovPµ [ f (X0), f (Xt )]| or the L2(µ) norms ‖pt f0‖L2(µ)

are bounded by an integrable function r(t).
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2. Ergodic averages

We now restrict ourselves to the discrete time case. In order to apply Theorem 2.15 in practice, quantitative
bounds for the asymptotic variances are required. One possibility for deriving such bounds is to estimate the
contraction coefficients of the transition kernels on the orthogonal complement

L2
0(µ) = { f ∈ L2(µ) : µ( f ) = 0}

of the constants in the Hilbert space L2(µ). Indeed, note that by invariance of µ, π is a linear contraction
that maps functions in L2

0(µ) to L2
0(µ). Let γ(π) = ‖π‖L2

0 (µ)→L2
0 (µ)

denote the operator norm of π on L2
0(µ).

Recall that

γ(π) = sup
f⊥1

‖π f ‖L2(µ)

‖ f ‖L2(µ)

= sup
f⊥1

( f , π∗π f )1/2
L2(µ)

( f , f )1/2
L2(µ)

= %(π∗π |L2
0 (µ)
)1/2,

i.e., γ(π) is the square root of the spectral radius of the linear operator π∗π restricted to L2
0(µ).

Theorem 2.16 (Upper bound for asymptotic variances). Suppose that γ(πt ) < 1 for some t ∈ N. Then
the series G f0 =

∑∞
n=0 π

n f0 converges for every f ∈ L2(µ), and the asymptotic variances are bounded by

σ2
f ≤ (2c − 1)Varµ( f ) , where c :=

∞∑
n=0

γ(πn) ≤
t

1 − γ(πt )
. (2.23)

Proof. By multiplicativity of the operator norm, we obtain

c =
t−1∑
i=0

∞∑
n=0

γ(πnt+i) ≤ t
∞∑
n=0

γ(πt )n =
t

1 − γ(πt )
< ∞. (2.24)

Hence, the series G f0 is absolutely convergent, and

σ2
f = 2( f0,G f0)L2(µ) − ( f0, f0)L2(µ) ≤ (2c − 1)‖ f0‖2L2(µ)

= (2c − 1)Varµ( f ). (2.25)

The claim follows from (2.24) and (2.25). �

Remark (Relationship to spectral gap in the reversible case). Suppose that π satisfies the detailed bal-
ance condition w.r.t. µ, i.e.,

µ(dx) π(x, dy) = µ(dy) π(y, dx).

Then π is a self-adjoint linear operator on the Hilbert space L2
0(µ). Therefore,

γ(π) = %
(
π2 |L2

0 (µ)

)1/2
= sup {|λ | : λ ∈ spec(π)} = sup

f⊥1

��( f , π f )L2(µ)

��
( f , f )L2(µ)

.

The difference 1 − γ(π) is called the absolute spectral gap, since it measures the gap between the largest
eigenvalue 1 (corresponding to the constant functions) and the moduli of the other elements in the spectrum
of π. If, additionally, the self-adjoint linear operator π is non-negative (i.e., its spectrum is contained in R+),
then 1 − γ(π) coincides with the spectral gap of the generator L = π − I, which is defined by

Gap(L) = inf spec
(
−L|L2

0 (µ)

)
= inf

f⊥1

( f ,−L f )L2(µ)

( f , f )L2(µ)

.
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Gap(L) is the gap in the spectrum of −L between the eigenvalue 0 corresponding to the constant functions,
and the infimum of the spectrum on the complement of the constants. By (2.23),

σ2
f ≤

(
2Gap(L)−1 − 1

)
Varµ( f ) for all f ∈ L2(µ). (2.26)

This bound is sharp since G is the inverse of the operator −L on L2
0(µ). If π is non-negative then the spectra

of π and L are contained in [0,1], and thus the best possible bound occurs in (2.26) in the i.i.d. case where
π(x, dy) = µ(dy) and Gap(L) = 1.
If π is not non-negative, one can still apply a similar argument as above with π replaced by π2. In contrast,

in the non-reversible case, the asymptotic variances are not related to the spectral gap of π.

Exercise (Rotation on the discrete circle). Consider theMarkov chain on Zk = Z/(kZ)with determin-
istic transition step x 7→ x + 1. Show that for every initial distribution and every function f : Zk → R,
the variance of At f is of order O(1/t2). Conclude that the asymptotic variance σ2

f = limt→∞ t ·Var[At f ]
vanishes.

Central limit theorem for Markov chains

We again restrict ourselves to the discrete time case. Corresponding results in continuous time will be given
in Section 9.7. Let f ∈ L2(µ), and suppose that the asymptotic variance

σ2
f = lim

n→∞
n VarPµ [An f ]

exists and is finite. Without loss of generality we assume µ( f ) = 0, otherwise we may consider f0 instead of
f . Our goal is to prove a central limit theorem of the form

1
√

n

n−1∑
i=0

f (Xi)
D
−→ N(0, σ2

f ) (2.27)

where “
D
→” stands for convergence in distribution. The key idea is to use the martingale problem in order to

reduce (2.27) to a central limit theorem for martingales. If g is a function in L2(µ) then g(Xn) ∈ L
2(Pµ) for

any n ≥ 0, and hence

g(Xn) − g(X0) = Mn +

n−1∑
k=0
(Lg)(Xk) (2.28)

where (Mn) is a square-integrable (F X
n ) martingale with M0 = 0 w.r.t. Pµ, and Lg = πg − g. Now suppose

that there exists a function g ∈ L2(µ) such that Lg = − f µ-a.e. Note that this is always the case with
g = G f if G f =

∑∞
n=0 π

n f converges in L2(µ). Then by (2.28),

1
√

n

n−1∑
k=0

f (Xk) =
Mn
√

n
+
g(X0) − g(Xn)

√
n

. (2.29)

As n→∞, the second summand converges to 0 in L2(Pµ). Therefore, (2.27) is equivalent to a central limit
theorem for the martingale (Mn). Explicitly,

Mn =

n∑
i=1

Yi for any n ≥ 0,

where the martingale increments Yi are given by

Yi = Mi − Mi−1 = g(Xi) − g(Xi−1) − (Lg)(Xi−1) = g(Xi) − (πg)(Xi−1).

These increments form a stationary sequence w.r.t. Pµ. Thus we can apply the following theorem:
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2. Ergodic averages

Theorem 2.17 (CLT for martingales with stationary increments). Let (Fn) be a filtration on a probabil-
ity space (Ω,A,P). Suppose that Mn =

n∑
i=1

Yi is an (Fn) martingale on (Ω,A,P) with stationary increments

Yi ∈ L2(P), and let σ ∈ R+. If

1
n

n∑
i=1

Y2
i → σ2 in L1(P) as n→∞ (2.30)

then
1
√

n
Mn

D
−→ N(0, σ2) w.r.t. P. (2.31)

The proof of Theorem 2.17 will be given below. Note that by the ergodic theorem, the condition (2.30)
is satisfied with σ2 = E[Y2

i ] if the process (Yi,P) is ergodic. As a consequence of Theorem 2.17 and the
considerations above, we obtain:

Corollary 2.18 (CLT for stationary Markov chains). Let (Xn,Pµ) be a stationary and ergodic Markov
chain with initial distribution µ and one-step transition kernel π, and let f ∈ L2(µ). Suppose that there
exists a function g ∈ L2(µ) solving the Poisson equation

−Lg = f − µ( f ). (2.32)

Let σ2
f := 2 Covµ( f ,g) − Varµ( f ). Then as n→∞,

1
√

n

n−1∑
k=0
( f (Xk) − µ( f ))

D
−→ N(0, σ2

f ).

Remark. Recall that (2.32) is satisfied with g = G( f − µ( f )) if it exists.

Proof. Let Yi = g(Xi) − (πg)(Xi−1). Then under Pµ, (Yi) is a stationary sequence of square-integrable
martingale increments. By the ergodic theorem for the process (Xn,Pµ),

1
n

n∑
i=1

Y2
i → Eµ[Y2

1 ] in L1(Pµ) as n→∞.

The limiting expectation can be identified as the asymptotic variance σ2
f by an explicit computation:

Eµ[Y2
1 ] = Eµ[(g(X1) − (πg)(X0))

2]

=

ˆ
µ(dx)Ex[g(X1)

2 − 2g(X1)(πg)(X0) + (πg)(X0)
2]

=

ˆ
(πg2 − 2(πg)2 + (πg)2)dµ =

ˆ
g2 dµ −

ˆ
(πg)2dµ

= (g − πg,g + πg)L2(µ) = 2( f0,g)L2(µ) − ( f0, f0)L2(µ) = σ
2
f .

Here f0 := f − µ( f ) = −Lg = g − πg by assumption. The martingale CLT 2.17 now implies that

1
√

n

n∑
i=1

Yi
D
→ N(0, σ2

f ),
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and hence
1
√

n

n−1∑
i=0
( f (Xi) − µ( f )) =

1
√

n

n∑
i=1

Yi +
g(X0) − g(Xn)

√
n

D
→ N(0, σ2

f )

as well, because g(X0) − g(Xn) is bounded in L2(Pµ). �

We conclude this section with a proof of the CLT for martingales with stationary increments:

Central limit theorem for martingales

Let Mn =
∑n

i=1 Yi where (Yi) is a stationary sequence of square-integrable random variables on a probability
space (Ω,A,P) satisfying

E[Yi |Fi−1] = 0 P-a.s. for any i ∈ N (2.33)

w.r.t. a filtration (Fn). We now prove the central limit theorem 2.17, i.e.,

1
n

n∑
i=1

Y2
i → σ2 in L1(P) ⇒

1
√

n
Mn

D
→ N(0, σ2). (2.34)

Proof (of Theorem 2.17). Since the characteristic function ϕ(p) = exp
(
−σ2p2/2

)
of N(0, σ2) is continu-

ous, it suffices to show that for any fixed p ∈ R,

E
[
eipMn/

√
n
]
→ ϕ(p) as n→∞, or, equivalently,

E
[
eipMn/

√
n+σ2p2/2 − 1

]
→ 0 as n→∞. (2.35)

Let

Zn,k := exp
(
i

p
√

n
Mk +

σ2p2

2
k
n

)
, k = 0,1, . . . ,n.

Then the left-hand side in (2.35) is given by

E[Zn,n − Zn,0] =

n∑
k=1

E[Zn,k − Zn,k−1]

=

n∑
k=1

E
[
Zn,k−1 · E

[
exp

(
ip
√

n
Yk +

σ2p2

2n

)
− 1|Fk−1

] ]
. (2.36)

The random variables Zn,k−1 are uniformly bounded independently of n and k, and by a Taylor approximation
and (2.33),

E
[
exp

(
ip
√

n
Yk +

σ2p2

2n

)
− 1|Fk−1

]
= E

[
ip
√

n
Yk −

p2

2n

(
Y2
k − σ

2
)
|Fk−1

]
+ Rn,k

= −
p2

2n
E[Y2

k − σ
2 |Fk−1] + Rn,k

with a remainder Rn,k of order o(1/n). Hence by (2.36),

E
[
eipMn/

√
n+σ2p2/2 − 1

]
= −

p2

2n

n∑
k=1

E
[
Zn,k−1 · (Y2

k − σ
2)
]
+ rn
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2. Ergodic averages

where rn =
n∑

k=1
E[Zn,k−1 Rn,k]. It can be verified that rn → 0 as n → ∞, so we are only left with the first

term. To control this term, we divide the positive integers into blocks of size l where l → ∞ below, and we
apply (2.30) after replacing Zn,k−1 by Zn, jl on the j-th block. We first estimate�����1n n∑

k=1
E[Zn,k−1(Y2

k − σ
2)]

�����
≤

1
n

bn/lc∑
j=0

©­­«
�������E

Zn, jl

∑
j l<k≤( j+1)l

k≤n

(Y2
k − σ

2)


������� + l · sup

j l<k≤( j+1)l
k≤n

E[|Zn,k−1 − Zn, jl | · |Y2
k − σ

2 |]
ª®®¬

≤ c1 · E

[�����1l l∑
k=1
(Y2

k − σ
2)

�����
]
+ c2 sup

1≤k≤l
E

[��Zn,k−1 − 1
�� · ��Y2

k − σ
2��] . (2.37)

with finite constants c1, c2. Here we have used that the random variables Zn,k are uniformly bounded,

|Zn,k−1 − Zn, jl | ≤ |Zn, jl | ·

����exp
(
i

p
√

n
(Mk−1 − Mjl) +

σ2p2

2
k − jl

n

)
− 1

���� ,
and, by stationarity of the sequence (Yk),∑

jl<k≤(j+1)l

(Y2
k − σ

2) ∼

l∑
k=1
(Y2

k − σ
2), and (Mk−1 − Mjl,Yk) ∼ (Mk−1−jl,Yk−jl).

By the assumption (2.30), the first term on the right-hand side of (2.37) can be made arbitrarily small by
choosing l sufficiently large. Moreover, for any fixed l ∈ N, the second summand converges to 0 as n→ ∞
by dominated convergence. Hence the left-hand side in (2.37) also converges to 0 as n→∞, and thus (2.30)
holds. �
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3. Couplings and mixing times

So far, we have mainly studied the limits of ergodic averages for stationary processes, i.e., Markov processes
that are started with an equilibrium distribution. In this chapter, we will derive general conditions that ensure
for other initial distributions that after a certain time, the law of the Markov process is close to the one of a
stationary process. This allows us to extend results in the previous chapter from stationary to arbitrary initial
laws. We will also discuss different approaches to quantify the distance to stationarity.

3.1. Couplings and transportation metrics

Additional reference: Villani: Optimal transport – old and new [54].
Let S be a Polish space endowed with its Borel σ-algebra B. An invariant probability measure of a Markov
kernel π on (S,B) is a fixed point of the map µ 7→ µπ acting on an appropriate subspace of P(S). Therefore,
one approach for studying convergence to equilibrium of Markov chains is to apply the Banach fixed point
theorem and variants thereof. To obtain useful results in this way we need adequate metrics on probability
measures.

Wasserstein distances

We fix a metric d : S × S → [0,∞) on the state space S that generates the topology on S. Some of the
statements below also hold under the weaker assumption that d is lower semicontinuous, which applies for
example to the degenerate metric d(x, y) = 1x,y . For p ∈ [1,∞), the space of all probability measures on S
with finite p-th moment is defined by

Pp(S) =
{
µ ∈ P(S) :

ˆ
d(x0, y)

pµ(dy) < ∞
}
,

where x0 is an arbitrary given point in S. Note that by the triangle inequality, the definition is indeed
independent of x0. A natural distance on Pp(S) can be defined via couplings.

Definition 3.1 (Coupling of probability measures). A coupling of measures µ, ν ∈ P(S) is a probability
measure γ ∈ P(S×S)withmarginals µ and ν. The coupling γ is realized by random variables X,Y : Ω→ S
defined on a common probability space (Ω,A,P) such that (X,Y ) ∼ γ.

We denote the set of all couplings of given probability measures µ and ν by Π(µ, ν).

Definition 3.2 (Wasserstein distance, Kantorovich distance). For p ∈ [1,∞), the Lp Wasserstein dis-
tance of probability measures µ, ν ∈ P(S) is defined by

Wp(µ, ν) = inf
γ∈Π(µ,ν)

(ˆ
d(x, y)pγ(dxdy)

)1/p
= inf

X∼µ
Y∼ν

E [d(X,Y )p]1/p , (3.1)

where the second infimum is over all random variables X,Y defined on a common probability space with
laws µ and ν. The Kantorovich distance of µ and ν is the L1 Wasserstein distanceW1(µ, ν).
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3. Couplings and mixing times

Remark (Optimal transport). The minimization in (3.1) is a particular case of an optimal transportation
problem. Given a cost function c : S × S → [0,∞], one is either looking for a map T : S → S minimizing
the average cost

´
c(x,T(x)) µ(dx) under the constraint ν = µ ◦ T−1 (Monge problem), or, less restrictively,

for a coupling γ ∈ Π(µ, ν) minimizing
´

c(x, y) γ(dxdy) (Kantorovich problem).

Note that the definition of theWp distance depends in an essential way on the metric d considered on S.
In particular, we can create different distances on probability measures by modifying the underlying metric.
For example, if f : [0,∞) → [0,∞) is increasing and concave with f (0) = 0 and f (r) > 0 for any r > 0 then
f ◦ d is again a metric, and we can consider the corresponding Kantorovich distance

Wf (µ, ν) = inf
X∼µ
Y∼ν

E [ f (d(X,Y ))] .

The distancesWf obtained in this way are in some sense converse toWp distances for p > 1 which are
obtained by applying the convex function r 7→ rp to d(x, y).

Example (Couplings and Wasserstein distances for probability measures on R1).
Let µ, ν ∈ P(R) with distribution functions Fµ and Fν , and let

F−1
µ (u) = inf{c ∈ R : Fµ(c) ≥ u}, u ∈ (0,1),

denote the left-continuous generalized inverse of the distribution function. If U ∼ Unif(0,1) then
F−1
µ (U) is a random variable with law µ. This can be used to determine optimal couplings of µ and ν

for Wasserstein distances based on the Euclidean metric d(x, y) = |x − y | explicitly:

(i) Coupling by monotone rearrangement. A straightforward coupling of µ and ν is given by

X = F−1
µ (U) and Y = F−1

ν (U), where U ∼ Unif(0,1).

This coupling is a monotone rearrangement, i.e., it couples the lower lying parts of the mass of
µ with the lower lying parts of the mass of ν. If Fµ and Fν are both one-to-one, then it maps
u-quantiles of µ to u-quantiles of ν. It can be shown that the coupling is optimal w.r.t. theWp

distance for every p ≥ 1, i.e.,

Wp(µ, ν) = E [|X − Y |p]1/p = ‖F−1
µ − F−1

ν ‖Lp (0,1),

see e.g. Rachev&Rueschendorf [44]. On the other hand, the coupling bymonotone rearrangement
is not optimal w.r.t.Wf if f is strictly concave. Indeed, consider for example µ = 1

2 (δ0 + δ1) and
ν = 1

2 (δ0 + δ−1). Then the coupling above satisfies X ∼ µ and Y = X − 1, hence

E[ f (|X − Y |)] = f (1).

On the other hand, we may couple by antimonotone rearrangement choosing X ∼ µ and Ỹ = −X .
In this case the average distance is smaller, since by Jensen’s inequality,

E[ f (|X − Ỹ |)] = E[ f (2X)] < f (E[2X]) = f (1).

(ii) Maximal coupling with antimonotone rearrangementWe now give a coupling that is optimal
w.r.t.Wf for every concave function f provided an additional condition is satisfied. The idea is
to keep the common mass of µ and ν in place, and to apply an antimonotone rearrangement to the
remaining mass.

µ ν
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3.1. Couplings and transportation metrics

Suppose that S = S+ Û∪S− and µ − ν = (µ − ν)+ − (µ − ν)− is a Hahn-Jordan decomposition of the
finite signed measure µ − ν into a difference of positive measures such that (µ − ν)+(A∩ S−) = 0
and (µ − ν)−(A ∩ S+) = 0 for any A ∈ B, cf. also Section 3.3 below. Let

µ ∧ ν = µ − (µ − ν)+ = ν − (µ − ν)−.

If p = (µ ∧ ν)(S) is the total shared mass of the measures µ and ν, then we can write µ and ν as
mixtures

µ = (µ ∧ ν) + (µ − ν)+ = pα + (1 − p)β,

ν = (µ ∧ ν) + (µ − ν)− = pα + (1 − p)δ

of probability measures α, β and δ. Hence a coupling (X,Y ) of µ and ν as described above is
given by setting

(X,Y ) =

{ (
F−1
α (U),F

−1
α (U)

)
if B = 1,(

F−1
β (U),F

−1
δ (1 −U)

)
if B = 0,

with independent random variables B ∼Bernoulli(p) and U ∼Unif(0,1). It can be shown that if
S+ and S− are intervals then (X,Y ) is an optimal coupling w.r.t.Wf for every concave function
f , see McCann [39].

In contrast to the one-dimensional case, it is not easy to describe optimal couplings on Rd for d > 1
explicitly. On the other hand, the existence of optimal couplings holds on an arbitrary Polish space S by
Prokhorov’s Theorem.

Theorem 3.3 (Existence of optimal couplings). For any µ, ν ∈ P(S) and any p ∈ [1,∞) there exists a
coupling γ ∈ Π(µ, ν) such that

Wp(µ, ν)p =

ˆ
d(x, y)pγ(dxdy).

Proof. Let I(γ) :=
´

d(x, y)pγ(dxdy). By definition ofWp(µ, ν), there exists a minimizing sequence (γn)
of couplings in Π(µ, ν) such that

I(γn) →Wp(µ, ν)p as n→∞.

Moreover, such a sequence is automatically tight in P(S × S). Indeed, let ε > 0 be given. Then, since S is a
Polish space, there exists a compact set K ⊂ S such that

µ(S \ K) < ε/2 and ν(S \ K) < ε/2,

and hence for every n ∈ N,

γn ((x, y) < K × K) ≤ γn(x < K) + γn(y < K) = µ(S \ K) + ν(S \ K) < ε.

Prokhorov’s Theorem now implies that there is a subsequence (γnk ) that converges weakly to a limit
γ ∈ P(S × S). It is straightforward to verify that γ is again a coupling of µ and ν, and, since d(x, y)p is
(lower semi-)continuous,

I(γ) =
ˆ

d(x, y)pγ(dxdy) ≤ lim inf
k→∞

ˆ
d(x, y)pγnk (dxdy) = Wp(µ, ν)p

by the Portemanteau Theorem. �
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3. Couplings and mixing times

The proof shows that the statement of Theorem 3.3 still holds if the metric d does not generate the topology
on S, provided d : S × S → R is a lower semi-continuous function.

Lemma 3.4 (Triangle inequality). Wp is a metric on Pp(S).

Proof. Let µ, ν, % ∈ Pp(S). We prove the triangle inequality

Wp(µ, %) ≤ Wp(µ, ν) +Wp(ν, %). (3.2)

The other properties of a metric can be verified easily. To prove (3.2) let γ and γ̃ be couplings of µ and ν, ν
and %, respectively. We show

Wp(µ, %) ≤

(ˆ
d(x, y)pγ(dxdy)

)1/p
+

(ˆ
d(y, z)p γ̃(dydz)

)1/p
. (3.3)

The claim then follows by taking the infimum over all γ ∈ Π(µ, ν) and γ̃ ∈ Π(ν, %).
Since S is a Polish space we can disintegrate

γ(dxdy) = µ(dx)p(x, dy) and γ̃(dydz) = ν(dy)p̃(y, dz),

where p and p̃ are regular versions of conditional distributions of the second components w.r.t. γ, γ̃ given
the first components. The disintegration enables us to “glue” the couplings γ and γ̃ to a joint coupling

γ̂(dxdydz) := µ(dx)p(x, dy)p̃(y, dz)

of the measures µ, ν and % such that under γ̂, (x, y) ∼ γ and (y, z) ∼ γ̃. Therefore, by the triangle inequality
for the Lp norm, we obtain

Wp(µ, %) ≤

(ˆ
d(x, z)p γ̂(dxdydz)

)1/p
≤

(ˆ
d(x, y)p γ̂(dxdydz)

)1/p
+

(ˆ
d(y, z)p γ̂(dxdydz)

)1/p

=

(ˆ
d(x, y)pγ(dxdy)

)1/p
+

(ˆ
d(y, z)p γ̃(dydz)

)1/p
. �

Exercise (Couplings on Rd). Let W : Ω→ Rd be a random variable on (Ω,A,P) , and let µa denote
the law of a +W .

a) Synchronous coupling: Let X = a +W and Y = b +W for a, b ∈ Rd . Show that

W2(µa, µb) = |a − b| = E(|X − Y |2)1/2,

i.e., (X,Y ) is an optimal coupling w.r.t.W2.

b) Reflection coupling: Assume that the law of W is a rotationally symmetric probability measure
on Rd . Let Ỹ = W̃ + b where W̃ = W − 2e ·W e with e = a−b

|a−b | . Prove that (X,Ỹ ) is a coupling of
µa and µb , and if |W | ≤ |a−b |2 almost surely, then

E
[

f (|X − Ỹ |
]
≤ f (|a − b|) = E [ f (|X − Y |)]

for any concave, increasing function f : R+ → R+ such that f (0) = 0.
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3.1. Couplings and transportation metrics

Kantorovich-Rubinstein duality

The Lipschitz semi-norm of a function g : S → R is defined by

‖g‖Lip = sup
x,y

|g(x) − g(y)|
d(x, y)

.

Bounds in Wasserstein distances can be used to bound differences of integrals of Lipschitz continuous
functions w.r.t. different probability measures. Indeed, one even has the following dual description of the L1

Wasserstein distance.

Theorem 3.5 (Kantorovich-Rubinstein duality). For any µ, ν ∈ P1(S),

W1(µ, ν) = sup
‖g ‖Lip≤1

(ˆ
gdµ −

ˆ
gdν

)
. (3.4)

There is also a corresponding dual description ofWp for p > 1 but it takes a more complicated form, see
for example Villani [54].

Proof. We only prove the easy “≥” part. For different proofs of the converse inequality see Rachev and
Rueschendorf [44], Villani [55, 54], or Chen [8]. For instance, one can approximate µ and ν by finite convex
combinations of Dirac measures for which (3.4) is a consequence of the standard duality principle of linear
programming [8].
To prove “≥” let µ, ν ∈ P1(S) and g : S → R Lipschitz continuous. If γ is a coupling of µ and ν thenˆ

g dµ −
ˆ

g dν =
ˆ
(g(x) − g(y)) γ(dxdy) ≤ ‖g‖Lip

ˆ
d(x, y) γ(dxdy).

Hence, by taking the infimum over γ ∈ Π(µ, ν), we obtain
´
g dµ −

´
g dν ≤ ‖g‖LipW1(µ, ν). �

As a consequence of the “≥” part of (3.4), we see that if (µn)n∈N is a sequence of probability measures
such thatW1(µn, µ) → 0 then

´
gdµn →

´
gdµ for every Lipschitz continuous function g : S → R. In

particular, µn → µ weakly. Conversely, it is easy to see that weak convergence implies a bound on the
Wasserstein distance of the limit measures.

Lemma 3.6. Suppose that (µn) and (νn) are weakly convergent sequences of probability measures with
limits µ and ν, respectively. Then

Wp(µ, ν) ≤ lim inf
n→∞

Wp(µn, νn) (3.5)

Proof. Without loss of generality, we assume that the sequenceWp(µn, νn) is convergent (otherwise, we
can consider a subsequence that converges to the limit inferior). For each n, we choose an optimal coupling
γn of µn and νn w.r.t.Wp. Since the sequences (µn) and (νn) are weakly convergent and S is a Polish space,
the family {µn, νn : n ∈ N} is tight. Thus for a given ε > 0, there is a compact set K such that for all n,
µn(S \ K) < ε/2, νn(S \ K) < ε/2, and thus γn((S × S) \ (K × K)) < ε. Hence (γn) is a tight sequence
of probability measures on S × S, and thus by Prokhorov, there is a weakly convergent subsequence (γnk ).
Since for every n, γn is a coupling of µn and νn, the limit γ is a coupling of µ and ν. Therefore, and by
continuity of the distance function,

Wp(µ, ν)p ≤

ˆ
d(x, y)p γ(dx dy) ≤ lim inf

k→∞

ˆ
d(x, y)p γnk (dx dy) = lim inf

k→∞
Wp(µnk , νnk ).

This proves the claim, since we have assumed that the sequence of Wasserstein distances on the right hand
side is convergent. �
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3. Couplings and mixing times

The following general statement connects convergence in Wasserstein distances and weak convergence:

Theorem 3.7 (Wp convergence and weak convergence). Let p ∈ [1,∞).

1) The metric space (Pp(S),Wp) is complete and separable.

2) A sequence (µn) in Pp(S) converges to a limit µ w.r.t. theWp distance if and only if
ˆ

gdµn →
ˆ

gdµ for any g ∈ C(S) satisfying g(x) ≤ C · (1 + d(x, xo)p)

for a finite constant C and some x0 ∈ S.

Among other things, the proof relies again on Prokhorov’s Theorem. We refer to [54] for details.

Contraction coefficients

When studying convergence to equilibrium, we are particularly interested in contraction properties of
transition kernels w.r.t. Wasserstein distances. Let π(x, dy) be a Markov kernel on (S,B), and fix p ∈ [1,∞).
In applications, we will be mainly consider the case p = 1.

Definition 3.8 (Wasserstein contraction coefficient of a transition kernel). The global contraction co-
efficient of π w.r.t. the distanceWp is defined as

αp(π) = sup
{
Wp(µπ, νπ)

Wp(µ, ν)
: µ, ν ∈ Pp(S) s.t. µ , ν

}
.

In other words, αp(π) is the Lipschitz norm of the map µ 7→ µπ w.r.t. theWp distance. By applying the
Banach fixed point theorem, we obtain:

Theorem 3.9 (Geometric ergodicity for Wasserstein contractions). If αp(π) < 1 then there exists a
unique invariant probability measure µ of π in Pp(S). Moreover, for every initial distribution ν ∈ Pp(S),
νπn converges to µ with a geometric rate:

Wp(νπn, µ) ≤ αp(π)
nWp(ν, µ).

Proof. The Banach fixed point theorem can be applied by Theorem 3.7. �

The assumption αp(π) < 1 seems restrictive. However, one should bear in mind that the underlying metric
on S can be chosen adequately. In particular, in applications it is often possible to find a concave function f
such that µ 7→ µπ is a contraction w.r.t. theW1 distance based on the modified metric f ◦ d. Furthermore,
even if π is not contractive, it is often the case that αp(π

k) < 1 for k sufficiently large.

The next theorem is crucial for bounding αp(π) in applications:
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Theorem 3.10 (Bounds for contraction coefficients, Path coupling).

1) Suppose that the transition kernel π(x, dy) is Feller. Then

αp(π) = sup
x,y

Wp (π(x, ·), π(y, ·))
d(x, y)

. (3.6)

2) Moreover, suppose that S is a geodesic graph with edge set E in the sense that for any x, y ∈ S, there
exists a path x0 = x, x1, x2, . . . , xn−1, xn = y from x to y such that {xi−1, xi} ∈ E for i = 1, . . . ,n and
d(x, y) =

∑n
i=1 d(xi−1, xi). Then

αp(π) = sup
{x,y }∈E

Wp (π(x, ·), π(y, ·))
d(x, y)

. (3.7)

The application of the second assertion of the lemma to prove upper bounds for αp(π) is known as the
path coupling method of Bubley and Dyer [6, 24].

Proof. 1) Let β := sup
x,y

Wp (π(x, ·),π(y, ·))
d(x,y) . We have to show that

Wp(µπ, νπ) ≤ βWp(µ, ν) (3.8)

holds for arbitrary probability measures µ, ν ∈ P(S). By definition of β and since Wp(δx, δy) =

d(x, y), (3.8) is satisfied if µ and ν are Dirac measures. Next suppose that

µ =
∑
x∈C

µ(x)δx and ν =
∑
x∈C

ν(x)δy

are convex combinations of Dirac measures, whereC ⊂ S is a countable subset. Then for any x, y ∈ C,
we can choose a coupling γxy of δxπ and δyπ such that(ˆ

d(x ′, y′)pγxy(dx ′dy′)
)1/p

= Wp(δxπ, δyπ) ≤ βd(x, y). (3.9)

Let ξ(dxdy) be an arbitrary coupling of µ and ν. Then a coupling γ(dx ′dy′) of µπ and νπ is given by

γ(B) :=
ˆ
γxy(B) ξ(dxdy) for any measurable set B ⊆ S × S.

Therefore, by (3.9),

Wp(µπ, νπ) ≤

(ˆ
d(x ′, y′)pγ(dx ′dy′)

)1/p

=

(ˆ ˆ
d(x ′, y′)pγxy(dx ′dy′)ξ(dxdy)

)1/p
≤ β

(ˆ
d(x, y)pξ(dxdy)

)1/p
.

By taking the infimum over all couplings ξ ∈ Π(µ, ν), we see that µ and ν satisfy (3.8).

Finally, in order to show that (3.8) holds for arbitrary µ, ν ∈ P(S), note that since S is separable, there
is a countable dense subset C, and the convex combinations of Dirac measures based in C are dense
inWp. Hence µ and ν areWp limits of corresponding convex combinations µn and νn (n ∈ N). By
the Feller property, the sequences µnπ and νnπ converge weakly to µπ and νπ, respectively. Hence
by Lemma 3.6,

Wp(µπ, νπ) ≤ lim infWp(µnπ, νnπ) ≤ β lim infWp(µn, νn) = βWp(µ, ν).
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2) Let β̃ := sup
(x,y)∈E

Wp (π(x, ·),π(y, ·))
d(x,y) . We show that

Wp(π(x, ·), π(y, ·)) ≤ β̃d(x, y)

holds for arbitrary x, y ∈ S. Indeed, let x0 = x, x1, x2, . . . , xn = y be a geodesic from x to y such that
{xi−1, xi} ∈ E for i = 1, . . . ,n. Then by the triangle inequality,

Wp(π(x, ·), π(y, ·)) ≤
n∑
i=1
Wp(π(xi−1, ·), π(xi, ·)) ≤ β̃

n∑
i=1

d(xi−1, xi) = β̃ d(x, y),

where we have used for the last equality that x0, . . . , xn is a geodesic. �

The following exercise shows that the assumption of the Feller property in Theorem 3.10 can be avoided
if the statement is modified slightly.

Exercise (W1 convergence by couplings of transition probabilities). Let π be a transition kernel on
S × S such that π((x, y), dx ′dy′) is a coupling of π(x, dx ′) and π(y, dy′) for every x, y ∈ S. Prove that if
there exists a distance function d : S × S → [0,∞) and a constant α ∈ (0,1) such that πd ≤ αd, then
there is a unique invariant probability measure µ of π, and

W1
d (νπ

n, µ) ≤ αnW1
d (ν, µ) for any ν ∈ P1(S).

3.2. Markov Chain Monte Carlo

Let µ be a probability measure on (S,B). In Markov chain Monte Carlo methods one is approximating
integrals µ( f ) =

´
f dµ by ergodic averages of the form

Ab,n f =
1
n

b+n−1∑
i=b

f (Xi),

where (Xn,P) is a time-homogeneousMarkov chain with a transition kernel π satisfying µ = µπ, and b,n ∈ N
are sufficiently large integers. Here the random variables Xi serve as approximate samples from µ. The
constant b is called the burn-in time - it should be chosen in such a way that the law of the Markov chain
after b steps is sufficiently close to the stationary distribution µ.
How can we construct transition kernels π such that µ is invariant for π ? A sufficient condition for

invariance that is easy to fulfil is the detailed balance condition

µ(dx) π(x, dy) = µ(dy) π(y, dx). (3.10)

It says that the measure µ ⊗ π is invariant under the (time) reversal map R(x, y) = (y, x). Clearly, if (3.10)
holds, then by Fubini’s Theorem,

(µπ)(B) =
ˆ

µ(dx) π(x,B) =
ˆ ˆ

1B(y) µ(dx) π(x, dy) = µ(B)

for any measurable set B ⊆ S.

There are several possibilities to construct Markov kernels for which a given probability measure µ

satisfies the detailed balance condition. These lead to different types of Markov ChainMonte Carlo methods.
Important classes of Markov chains used in MCMC methods are Metropolis-Hastings chains and Gibbs
samplers.
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Metropolis-Hastings methods

A simple way to construct a Markov chain satisfying detailed balance w.r.t. a given probability measure µ is
to modify a given transition kernel p(x, dy) by rejecting moves in such a way that (3.10) holds. Let λ be a
positive reference measure on (S,B), e.g. Lebesgue measure on Rd or the counting measure on a countable
space. Suppose that µ is absolutely continuous w.r.t. λ, and denote the density by µ(x) as well. Then a
Markov transition kernel π with invariant probability measure µ can be constructed by proposing moves
according to an absolutely continuous proposal kernel

p(x, dy) = p(x, y) λ(dy)

with strictly positive density p(x, y), and accepting a proposed move from x to y with probability

α(x, y) = min
(
1,
µ(y)p(y, x)
µ(x)p(x, y)

)
.

If a proposed move is not accepted then the Markov chain stays at its current position x. The transition kernel
is hence given by

π(x, dy) = α(x, y)p(x, dy) + r(x)δx(dy)

where r(x) = 1 −
´
α(x, y)p(x, dy) is the rejection probability for the next move from x. Typical examples

of Metropolis-Hastings methods are Random Walk Metropolis algorithms where p is the transition kernel
of a random walk. Note that if p is symmetric then the acceptance probability simplifies to

α(x, y) = min (1, µ(y)/µ(x)) .

Lemma 3.11 (Detailed balance). The transition kernel π of a Metropolis-Hastings chain satisfies the de-
tailed balance condition

µ(dx)π(x, dy) = µ(dy)π(y, dx). (3.11)
In particular, µ is an invariant probability measure for π.

Proof. On {(x, y) ∈ S × S : x , y}, the measure µ(dx)π(x, dy) is absolutely continuous w.r.t. λ ⊗ λ with
density

µ(x)α(x, y)p(x, y) = min
(
µ(x)p(x, y), µ(y)p(y, x)

)
.

The detailed balance condition (3.11) follows, since this expression is a symmetric function of x and y. �

A disadvantage of Metropolis-Hastings algorithms is that the rejection of proposal moves can slow
down convergence. Therefore, it is important to choose a proposal kernel that is adjusted properly to the
target distribution µ. In particular, this is crucial in high dimensional applications where the acceptance
probabilities tend to degenerate.

Glauber dynamics, Gibbs sampler

On product spaces, a rejection-free alternative to Metropolis-Hastings methods is the Gibbs sampler. It
assumes that one is able to draw samples from the conditional distribution of each coordinate given the
other coordinates. If this is not possible, the Gibbs sampler can be combined with a Metropolis-Hastings
algorithm targeting the conditional law.
Let µ be a probability measure on a product space

S = TV = {η : V → T}.

We assume thatV is a finite set (for example a finite graph) and T is a Polish space (e.g. T = Rd). Depending
on the model considered, the elements in T are called types, states, spins, colours etc., whereas we call the
elements of S configurations. There is a natural transition mechanism on S that leads to a Markov chain
which is reversible w.r.t. µ. The transition step from a configuration ξ ∈ S to the next configuration ξ ′ is
given in the following way:
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• Choose an element x ∈ V uniformly at random.

• Set ξ ′(y) = ξ(y) for any y , x, and sample ξ ′(x) from the conditional law w.r.t. µ of η(x) given that
η(y) = ξ(y) for all y , x.

To make this precise, we fix for every x ∈ V a regular version πx(ξ, dξ ′) of the conditional law µ(dξ ′ | ξ ′ =
ξ on V \ {x}), and we define the transition kernel π by

π =
1
|V |

∑
x∈V

πx .

Definition 3.12 (Random scan Gibbs sampler). A time-homogeneous Markov chain with transition ker-
nel π is called a random scan Gibbs sampler with stationary distribution µ.

Besides the random scan Gibbs sampler, there is also the systematic scan Gibbs sampler, where the
transition kernels πx , x ∈ V , are applied in a fixed deterministic order.
That µ is indeed invariant w.r.t. πx and π is shown in the next lemma.

Lemma 3.13. The transition kernels πx (x ∈ V) and π satisfy the detailed balance conditions

µ(dξ)πx(ξ, dξ ′) = µ(dξ ′)πx(ξ ′, dξ),

µ(dξ)π(ξ, dξ ′) = µ(dξ ′)π(ξ ′, dξ).

In particular, µ is an invariant probability measure for π.

Proof. Let x ∈ V , and let η̂(x) := (η(y))y,x denote the configuration restricted to V \ {x}. Disintegration of
the measure µ into the law µ̂x of η̂(x) and the conditional law µx(·|η̂(x)) of η(x) given η̂(x) yields

µ (dξ) πx (ξ, dξ ′) = µ̂x

(
dξ̂(x)

)
µx

(
dξ(x)

�� ξ̂(x) ) δξ̂(x) (dξ̂ ′(x)) µx (
dξ ′(x)

�� ξ̂(x) )
= µ̂x

(
dξ̂ ′(x)

)
µx

(
dξ(x)

�� ξ̂ ′(x) ) δξ̂′(x) (dξ̂(x)) µx (
dξ ′(x)

�� ξ̂ ′(x) )
= µ (dξ ′) πx (ξ ′, dξ) .

Hence the detailed balance condition is satisfied with respect to πx for all x ∈ V , and, by averaging over x,
also with respect to π. �

Exercise (Systematic scan Gibbs sampler). Suppose that V = {1, . . . , d}, and consider the systematic
Gibbs sampler which during every scan is updating all coordinates in sequential order. The total update
during one scan is then given by the transition kernel π = π1π2 · · · πd .

a) Show that µ is invariant for π but the detailed balance condition is not satisfied in general.

b) Show that the detailed balance condition is satisfied for the modified transition kernel π̃ =
π1π2 · · · πd−1πdπdπd−1 · · · π2π1 which corresponds to updating the coordinates at first in forward
and then in backward order.

Example (Some basic models from statistical physics). In the following examples we assume that V
is the vertex set of a finite graph with edge set E .

1) Random colourings. Here T is a finite set (the set of possible colours of a vertex), and µ
is the uniform distribution on all admissible colourings of the vertices in V such that no two
neighbouring vertices have the same colour:

µ = Unif
(
{η ∈ TV : η(x) , η(y) ∀{x, y} ∈ E}

)
.

In each step, the Gibbs sampler selects a vertex at random and changes its colour randomly to one
of the colours that are different from all colours of neighbouring vertices.
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2) Hard core model. Here T = {0,1} where η(x) = 1 stands for the presence of a particle at the
vertex x. The hard core model with fugacity λ ∈ R+ is the probability measure µλ on {0,1}V
satisfying

µλ(η) =
1
Zλ
λ

∑
x∈V

η(x)
if η(x)η(y) = 0 for all {x, y} ∈ E,

and µλ(η) = 0 otherwise. Here Zλ is a finite normalization constant. In each step, the Gibbs
sampler updates ξ(x) for a randomly chosen vertex x according to

ξ ′(x) ∼ Bernoulli
(

λ

1 + λ

)
if ξ(y) = 0 for all y ∼ x,

and ξ ′(x) = 0 otherwise.

3) Ising model. Here T = {−1,+1} where −1 and +1 stand for spin directions. The ferromagnetic
Ising model at inverse temperature β > 0 is given by

µβ(η) =
1
Zβ

exp (−βH(η)) for all η ∈ {−1,+1}V ,

where Zβ is again a normalizing constant, and the Ising Hamiltonian H is given by

H(η) =
1
2

∑
{x,y }∈E

|η(x) − η(y)|2 = |E | −
∑
{x,y }∈E

η(x)η(y).

Thus µβ favours configurations where neighbouring spins coincide, and this preference gets
stronger as the temperature β−1 decreases. The heat bath dynamics (Gibbs sampler) updates a

randomly chosen spin ξ(x) to ξ ′(x) with probability proportional to exp
(
βη(x)

∑
y∼x

η(y)

)
.

Themean field Ising model is the Ising model on the complete graph with n vertices, i.e., every
spin is interacting with every other spin. In this case the update probability only depends on η(x)
and the “mean field” 1

n

∑
y∈V

η(y). Mean field models are studied in more detail in Section 5.2.

4) Continuous spin systems. Here T = R, and

µβ(dy) =
1

Zβ
exp ©­«−1

2

∑
{x,y }∈E

|η(x) − η(y)|2 + β
∑
x∈V

U(η(x))ª®¬
∏
x∈V

dη(x).

The function U : R → [0,∞) is a given potential, and Zβ is a normalizing constant. For U ≡ 0,
the measure is called the massless Gaussian free field over V. Although the density is similar
to the Ising model, the measure is very different, since the configuration space is RV instead of
{−1,+1}V . In particular, phase transitions occur for Ising models, but not for the Gaussian free
field which is a Gaussian measure. On the other hand, if U is a double-well potential, then µβ is
a continuous counterpart to the Ising model.

Example (Bayesian posterior distributions.). Gibbs samplers are applied frequently to sample from
posterior distributions in Bayesian statistical models. Here is a typical example of a hierarchical Bayesian
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model, see Jones [25]. One assumes that the data are realizations of conditionally independent random
variables Yi j (i = 1, . . . , k, j = 1, . . . ,mi) with conditional laws

Yi j |(θ1, . . . , θk, λe) ∼ N(θi, λ
−1
e ).

The parameters θ1, . . . , θk and λe are again assumed to be conditionally independent random variables
with

θi |(α,λθ ) ∼ N(α,λ
−1
θ ) and λe |(α,λθ ) ∼ Γ(a2, b2).

Finally, α and λθ are independent random variables with

α ∼ N(m, v) and λθ ∼ Γ(a1, b1),

where a1, b1,a2, b2, v ∈ R+ and m ∈ R are given constants.
The posterior distribution µ of the parameter vector (θ1, . . . , θk, µ, λe, λθ ) on Rk+3 given observations

Yi j = yi j is given by Bayes’ formula. Although the density is explicit up to a normalizing constant
involving a possibly high-dimensional integral, it is not clear how to generate exact samples from µ,
and how to compute expectation values w.r.t. µ. On the other hand, it is not difficult to see that all the
conditional laws w.r.t. µ of one of the parameters θ1, . . . , θk, α, λe, λθ given all the other parameters are
either normal or Gamma distributions with parameters depending on the observed data. Therefore, it is
easy to run a Gibbs sampler with target distribution µ on a computer. If the corresponding Markov chain
converges sufficiently rapidly to its stationary distribution then its values after a sufficiently large number
of steps can be used as approximate samples from µ, and long time averages of the values of a function
applied to the Markov chain provide estimators for the integral of this function. It is then an obvious
question for how many steps the Gibbs sampler has to be run to obtain sufficiently good approximations,
see for example Roberts and Rosenthal [47].

Convergence bounds for Gibbs samplers

Returning to the general setup on the product space TV , we fix a metric % on T , and we denote by d the
corresponding l1 metric on the configuration space TV , i.e.,

d(ξ, η) =
∑
x∈V

% (ξ(x), η(x)) , ξ, η ∈ TV .

A frequent choice is %(s, t) = 1s,t . In this case, the corresponding metric

d(ξ, η) = |{x ∈ V : ξ(x) , η(x)}|

on the configuration space is called the Hamming distance.

Lemma 3.14. Let n = |V |. Then for the Gibbs sampler,

W1
d (π(ξ, ·), π(η, ·)) ≤

(
1 −

1
n

)
d(ξ, η) +

1
n

∑
x∈V

W1
%

(
µx(·|ξ̂(x)), µx(·|η̂(x))

)
for any ξ, η ∈ TV .

Proof. For every x ∈ V , let γx be an optimal coupling w.r.t.W1
% of the conditional measures µx(·|ξ̂(x)) and

µx(·|η̂(x)). Then we can construct a coupling of π(ξ, dξ ′) and π(η, dη′) in the following way:

• Draw U ∼ Unif(V).

• Given U, choose (ξ ′(U), η′(U)) ∼ γU , and set ξ ′(x) = ξ(x) and η′(x) = η(x) for all x , U.
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For this coupling we obtain

E[d(ξ ′, η′)] =
∑
x∈V

E[%(ξ ′(x), η′(x))] = d(ξ, η) + E [%(ξ ′(U), η′(U)) − %(ξ(U), η(U))]

= d(ξ, η) +
1
n

∑
x∈V

(ˆ
%(s, t)γx(dsdt) − %(ξ(x), η(x))

)
=

(
1 −

1
n

)
d(ξ, η) +

1
n

∑
x∈V

W1
%

(
µx(·|ξ̂(x)), µx(·|η̂(x))

)
.

Here we have used in the last step the optimality of the coupling γx . The claim follows since E[d(ξ ′, η′)] is
an upper bound forW1

d
(π(ξ, ·), π(η, ·)). �

The lemma shows that we obtain contractivity w.r.t.W1
d
if the conditional distributions at x ∈ V do not

depend too strongly on the values of the configuration at other vertices.

Theorem 3.15 (Geometric ergodicity of the Gibbs sampler for weak interactions).

1) Suppose that there exists a constant c ∈ (0,1) such that∑
x∈V

W1
%

(
µx(·|ξ̂(x)) , µx(·|η̂(x))

)
≤ c d(ξ, η) for any ξ, η ∈ TV . (3.12)

Then
W1

d (νπ
t, µ) ≤ exp

(
−

1 − c
n

t
)
W1

d (ν, µ) for any ν ∈ P(TV ) and t ∈ Z+. (3.13)

2) If T is a graph and % is geodesic then it is sufficient to verify (3.12) for neighbouring configurations
ξ, η ∈ TV , i.e., for configurations satisfying ξ = η on V \ {x} and ξ(x) ∼ η(x) for some x ∈ V .

Proof. 1) If (3.12) holds then by Lemma 3.14,

Wd (π(ξ, ·), π(η, ·)) ≤

(
1 −

1 − c
n

)
d(ξ, η) ≤ exp

(
−

1 − c
n

)
d(ξ, η) for all ξ, η ∈ TV .

Hence (3.13) holds by Theorem 3.10.

2) If (T, %) is a geodesic graph and d is the l1 distance based on %, then (TV , d) is again a geodesic
graph. Indeed, a geodesic path between two configurations ξ and η w.r.t. the l1 distance is given by
changing one component after the other along a geodesic path on T . Therefore, the claim follows by
path coupling, see Theorem 3.10, 2). �

The results in Theorem 3.15 can be applied to many basic models including random colourings, hard core
models and Ising models at low temperature.

Example (Random colourings). Suppose that V is a regular graph of degree ∆. Then TV is geodesic
w.r.t. the Hamming distance d. Suppose that ξ and η are admissible random colourings such that
d(ξ, η) = 1, and let y ∈ V be the unique vertex such that ξ(y) , η(y). Then

µx(·|ξ̂(x)) = µx(·|η̂(x)) for x = y, and for any x such that {x, y} < E .

Moreover, for {x, y} ∈ E and %(s, t) = 1s,t we have

W1
%

(
µx(·|ξ̂(x)), µx(·|η̂(x))

)
≤

1
|T | − ∆
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since there are at least |T |−∆ possible colours available, and the possible colours at x given ξ respectively
η on V \ {x} differ only in one colour. Hence∑

x∈V

W1
%

(
µx(·|ξ̂(x)), µx(·|η̂(x))

)
≤

∆

|T | − ∆
d(ξ, η),

and therefore, (3.13) holds with

1 − c = 1 −
∆

|T | − ∆
=
|T | − 2∆
|T | − ∆

.

Thus for |T | > 2∆ we have an exponential decay of theW1
d
distance to equilibrium with a rate of order

O(n−1). On the other hand, it is obvious that mixing can break down completely if there are too few
colours - consider for example two colours on a linear graph:

bC b bC b bC b bC

Corresponding applications of Theorem 3.15 to Ising and hard core models will be considered in the
exercises in Section 3.5 below.

Quantitative bounds for ergodic averages

Suppose that (Xn,Px) is a Markov chain with transition kernel π. A central problem in the mathematical
study of Markov Chain Monte Carlo methods for the estimation of integrals w.r.t. µ is the derivation of
bounds for the approximation errors Ab,n f − µ( f ). Typically, the initial distribution of the chain is not the
stationary distribution, and the number n of steps is large but finite. Thus one is interested in non-asymptotic
error bounds for ergodic averages of non-stationary Markov chains. In order to derive such bounds we
assume contractivity in an appropriate Kantorovich distance. Suppose that there exists a distance d on S,
and constants α ∈ (0,1) and σ ∈ R+ such that

(A1) W1
d
(νπ, ν̃π) ≤ αW1

d
(ν, ν̃) for any ν, ν̃ ∈ P(S), and

(A2) Varπ(x, ·)( f ) ≤ σ2
‖ f ‖2Lip(d) for any x ∈ S, and any Lipschitz continuous function f : S → R.

We have seen above an approach for verifying Condition (A1) in applications. Furthermore, Condition (A2)
is satisfied with

σ2 = 2 sup
x∈S

ˆ
d(x, y)2π(x, dy)

provided the supremum is finite. Indeed, for every Lipschitz continuous function f and x ∈ S,

Varπ(x, ·)( f ) =
1
2

ˆ ˆ
( f (y) − f (z))2π(x, dy)π(x, dz) ≤

1
2
‖ f ‖2Lip(d)

ˆ ˆ
d(y, z)2π(x, dy)π(x, dz),

and thus (A2) follows by the triangle inequality.

Lemma 3.16 (Decay of correlations). If (A1) and (A2) hold, then the following non-asymptotic bounds
hold for every n, k ∈ Z+ and every Lipschitz continuous function f : S → R:

VarPx [ f (Xn)] ≤

n−1∑
k=0

α2kσ2
‖ f ‖2Lip(d), and (3.14)

��CovPx [ f (Xn), f (Xn+k)]
�� ≤ αk

1 − α2σ
2
‖ f ‖2Lip(d). (3.15)
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Proof. The inequality (3.14) follows by induction on n. It holds true for n = 0, and if (3.14) holds for some
n ∈ Z+ then by the Markov property, (A1) and (A2),

VarPx [ f (Xn+1)] = Ex

[
VarPx [ f (Xn+1)|F

X
n ]

]
+ VarPx

[
Ex[ f (Xn+1)|F

X
n ]

]
= Ex

[
Varπ(Xn , ·)( f )

]
+ VarPx

[
(π f )(Xn)

]
≤ σ2

‖ f ‖2Lip(d) +
n−1∑
k=0

α2kσ2
‖π f ‖2Lip(d) ≤

n∑
k=0

α2kσ2
‖ f ‖2Lip(d).

Here we have used in the last step that ‖π f ‖Lip(d) ≤ α‖ f ‖Lip(d) holds, since by the Kantorovich duality,

|(π f )(x) − (π f )(y)| ≤ ‖ f ‖Lip(d)W
1
d (π(x, ·), π(y, ·)) ≤ α‖ f ‖Lip(d) d(x, y) for all x, y ∈ S.

Noting that
n−1∑
k=0

α2k ≤
1

1 − α2 for any n ∈ N,

the bound (3.15) for the correlations follows from (3.14), since�� CovPx [ f (Xn), f (Xn+k)]
�� = �� CovPx

[
f (Xn), (π

k f )(Xn)
] �� ≤ VarPx [ f (Xn)]

1/2 VarPx

[
(πk f )(Xn)

]1/2

≤
1

1 − α2σ
2
‖ f ‖Lip(d)‖πk f ‖Lip(d) ≤

αk

1 − α2σ
2
‖ f ‖2Lip(d)

by Assumption (A1). �

As a consequence of Lemma 3.16 we obtain non-asymptotic upper bounds for mean square errors of
ergodic averages. The following result and further extensions have been proven in [26].

Theorem 3.17 (Quantitative bounds for ergodic averages of non-stationary Markov chains).
Suppose that (A1) and (A2) hold, and let µ be an invariant probability measure for the transition
kernel π. Then the following upper bounds for the bias and variance of ergodic averages hold for all
b,n ∈ Z+, every initial distribution ν ∈ P(S), and every Lipschitz continuous function f : S → R:��Eν [

Ab,n f
]
− µ( f )

�� ≤ 1
n
‖ f ‖Lip(d)

αb

1 − α
W1

d (ν, µ), (3.16)

VarPν
[
Ab,n f

]
≤

1
n
‖ f ‖2Lip(d) ·

1
(1 − α)2

(
σ2 +

α2b

n
Var(ν)

)
, (3.17)

where Var(ν) := 1
2
´ ´

d(x, y)2ν(dx)ν(dy).

Proof. 1) By definition of the averaging operator, Eν[Ab,n f ] = 1
n

∑b+n−1
i=b (νπi)( f ), and thus

��Eν[Ab,n f ] − µ( f )
�� ≤ 1

n

b+n−1∑
i=b

|(νπi)( f ) − µ( f )| ≤
1
n

b+n−1∑
i=b

W1
d (νπ

i, µ) ‖ f ‖Lip(d)

≤
1
n

b+n−1∑
i=b

αiW1
d (ν, µ) ‖ f ‖Lip(d).
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2) By the correlation bound in Lemma 3.16,

VarPx [Ab,n f ] =
1
n2

b+n−1∑
i, j=b

CovPx [ f (Xi), f (Xj)] ≤
1
n2

b+n−1∑
i, j=b

α |i−j |

1 − α2 σ
2
‖ f ‖2Lip(d)

≤
1
n

σ2

1 − α2

(
1 + 2

∞∑
k=1

αk

)
‖ f ‖2Lip(d) =

1
n

σ2

(1 − α)2
‖ f ‖2Lip(d).

Therefore, for an arbitrary initial distribution ν ∈ P(S),

VarPν [Ab,n f ] = Eν
[
VarPν

[
Ab,n f |X0

] ]
+ VarPν

[
Eν

[
Ab,n f |X0

] ]
=

ˆ
VarPx

[
Ab,n f

]
ν(dx) + Varν

[
1
n

b+n−1∑
i=b

πi f

]
≤

1
n

σ2

(1 − α)2
‖ f ‖2Lip(d) +

(
1
n

b+n−1∑
i=b

Varν(πi f )1/2
)2

.

The assertion now follows since

Varν(πi f ) ≤
1
2
‖πi f ‖2Lip(d)

¨
d(x, y)2ν(dx)ν(dy) ≤ α2i ‖ f ‖2Lip(d)Var(ν)

holds by the Kantorovich duality. �

3.3. Geometric ergodicity

In this section, we derive different bounds for convergence to equilibrium w.r.t. the total variation distance.
In particular, we prove a version of Harris’ theorem which states that geometric ergodicity follows from a
local minorization combined with a global Lyapunov condition.

Total variation norms

The variation |η | of an additive set function η : B → R is the non-negative set function defined by

|η |(B) := sup

{
n∑
i=1
|η(Ai)| : n ∈ N, A1, . . . , An ∈ B disjoint with

n⋃
i=1

Ai ⊆ B

}
for B ∈ B.

If η is a signed measure then |η | is a positive measure.

Definition 3.18 (Total variation norm). The total variation norm of η is

‖η‖TV =
1
2
|η |(S).

More generally, let V : S → (0,∞) be a measurable non-negative function. Then the weighted total
variation norm of η w.r.t. V is defined by

‖η‖V =

ˆ
V d |η |.
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3.3. Geometric ergodicity

Note that the definition of the unweighted total variation norm differs from the usual convention in analysis
by a factor 1

2 . The reason for introducing the factor
1
2 will become clear by Lemma 3.19 below.

Now let us assume that η is a finite signed measure on S, and suppose that η is absolutely continuous
with density % with respect to some positive reference measure λ. Then there is an explicit Hahn-Jordan
decomposition of the state space S and the measure η given by S = S+ Û∪S− and η = η+ − η−, where

S+ = {% ≥ 0}, S− = {% < 0}, dη+ = %+dλ, dη− = %−dλ.

The measures η+ and η− are finite positive measures with

η+(B ∩ S−) = 0 and η−(B ∩ S+) = 0 for any B ∈ B.

Hence the variation of η is the measure |η | given by

|η | = η+ + η−, i.e., d |η | = % · dλ.

In particular, up to a factor 1/2, the total variation norm of η is the L1 norm of %:

‖η‖TV =
1
2

ˆ
|%|dx =

1
2
‖%‖L1(λ). (3.18)

Lemma 3.19 (Equivalent descriptions of the TV distance of probability measures). Let µ, ν ∈ P(S)and
λ ∈ M+(S) such that µ and ν are both absolutely continuous w.r.t. λ. Then the following identities hold:

‖µ − ν‖TV = (µ − ν)+(S) = (µ − ν)−(S) = 1 − (µ ∧ ν)(S)

=
1
2





dµ
dλ
−

dν
dλ






L1(λ)

=
1
2

sup
{
|µ( f ) − ν( f )| : f ∈ Fb(S) s.t. ‖ f ‖sup ≤ 1

}
(3.19)

= sup {|µ(B) − ν(B)| : B ∈ B} (3.20)
= inf {P[X , Y ] : X ∼ µ,Y ∼ ν} (3.21)

In particular, ‖µ − ν‖TV ∈ [0,1].

Remark. 1) The last identity shows that the total variation distance of µ and ν is the Kantorovich distance
W1

d
(µ, ν) based on the trivial metric d(x, y) = 1x,y on S.

2) The assumption µ, ν � λ can always be satisfied by choosing λ appropriately. For example, we may
choose λ = µ + ν.

Proof. Since µ and ν are both probability measures, (µ− ν)(S) = µ(S) − ν(S) = 0. Therefore, (µ− ν)+(S) =
(µ − ν)−(S), and

‖µ − ν‖TV =
1
2
|µ − ν |(S) = (µ − ν)+(S) = µ(S) − (µ ∧ ν)(S) = (µ − ν)−(S).

The identity ‖µ − ν‖TV = 1
2




 dµ
dλ −

dν
dλ





L1(λ)

holds by (3.18). Moreover, for f ∈ Fb(S) with ‖ f ‖sup ≤ 1,

|µ( f ) − ν( f )| ≤ |(µ − ν)+( f )| + |(µ − ν)−( f )| ≤ (µ − ν)+(S) + (µ − ν)−(S) = 2‖µ − ν‖TV

with equality for f = 1S+ − 1S− . This proves the representation (3.19) of ‖µ− ν‖TV. Furthermore, for B ∈ B
and f := 1B − 1Bc , we have

|µ(B) − ν(B)| =
1
2
|(µ − ν)(B) − (µ − ν)(Bc)| =

1
2
|µ( f ) − ν( f )| ≤ ‖µ − ν‖TV
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with equality for B = S+. Thus the representation (3.20) holds.

Finally, to prove (3.21) note that if (X,Y ) is a coupling of µ and ν, then

|µ( f ) − ν( f )| = |E[ f (X) − f (Y )]| ≤ 2P[X , Y ]

holds for any bounded measurable function f with ‖ f ‖sup ≤ 1. Hence by (3.19),

‖µ − ν‖TV ≤ inf
X∼µ
Y∼ν

P[X , Y ].

To show the converse inequality we choose a coupling (X,Y ) that maximizes the probability that X and Y
agree. The maximal coupling can be constructed by noting that

µ = (µ ∧ ν) + (µ − ν)+ = pα + (1 − p)β, (3.22)
ν = (µ ∧ ν) + (µ − ν)− = pα + (1 − p)δ (3.23)

with p = (µ ∧ ν)(S) and probability measures α, β, δ ∈ P(S). We choose independent random variables
U ∼ α,V ∼ β,W ∼ δ and Z ∼ Bernoulli(p), and we define

(X,Y ) =
{
(U,U) on {Z = 1},
(V,W) on {Z = 0}.

Then by (3.22) and (3.23), (X,Y ) is a coupling of µ and ν, and

P[X , Y ] ≤ P[Z = 0] = 1 − p = 1 − (µ ∧ ν)(S) = ‖µ − ν‖TV. �

Most of the representations of total variation norms in Lemma 3.19 have analogues for weighted total
variation norms.

Exercise (Equivalent descriptions for weighted total variation norms). Let V : S → (0,∞) be a
measurable function, and let dV (x, y) := (V(x) + V(y))1x,y . Show that the following identities hold for
probability measures µ, ν on (S,B):

‖µ − ν‖V =





dµ
dλ
−

dν
dλ






L1(V dλ)

= sup {|µ( f ) − ν( f )| : f ∈ F (S) s.t. | f | ≤ V}

= sup {|µ( f ) − ν( f )| : f ∈ F (S) s.t. | f (x) − f (y)| ≤ dV (x, y) ∀ x, y}

= inf {E[dV (X,Y )] : X ∼ µ,Y ∼ ν}

The last equation is a Kantorovich-Rubinstein duality w.r.t. the underlying metric dV . The exercise shows
that this duality holds although the metric space (S, dV ) is not necessarily separable.

Exercise (Total variation distance of product measures). Let ν =
⊗d

i=1 νi and µ =
⊗d

i=1 µi be two
product probability measures on Sd . Show in at least two different ways that

‖ν − µ‖TV ≤

d∑
i=1
‖νi − µi ‖TV .

Does a similar statement hold if the total variation distance is replaced by a general transportation metric
W1 ?
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TV contraction coefficients

Let p be a transition kernel on (S,B). We define the local contraction coefficient α(p,K) of p on a set
K ⊆ S w.r.t. the total variation distance by

α(p,K) = sup
x,y∈K

‖p(x, ·) − p(y, ·)‖TV = sup
x ,y∈K
x,y

‖δxp − δyp‖TV
‖δx − δy ‖TV

. (3.24)

The next result is analogous to Theorem 3.10, 1), but here we do not assume the Feller property of the
transition kernel.

Corollary 3.20.

α(p,K) = sup
µ,ν∈P(K )
µ,ν

‖µp − νp‖TV
‖µ − ν‖TV

.

Proof. Let µ, ν ∈ P(K). We want to show that ‖µp − νp‖TV ≤ α(p,K)‖µ − ν‖TV. To this end, we fix a
maximal coupling γ of µ and ν, i.e., ‖µ − ν‖TV = γ(x , y). Then by Lemma 3.19, for every measurable
function f : S → [ − 1,1],

ˆ
f d(µp) −

ˆ
f d(νp) =

ˆ
K

(p f ) dµ −
ˆ
K

(p f ) dν =
ˆ
K×K

(p f (x) − p f (y)) γ(dx dy)

≤ 2α(p,K) γ(x , y) = 2α(p,K) ‖µ − ν‖TV.

By Lemma 3.19, the assertion follows by taking the supremum over all functions f as above. �

An important consequence of the corollary is that for a Markov semigroup (pt ), the total variation distance
‖νpt − µpt ‖TV is a non-increasing function of t.

Exercise (Monotonicity of TV distance to invariant measure). Show that the total variation distance
of the law of a Markov process to an invariant probability measure is a non-increasing function of time.
Does a similar statement hold if the total variation distance is replaced by a general transportation metric
W1 ?

Note that in contrast to more general Wasserstein contraction coefficients, we always have

α(p,K) ≤ 1.

Moreover, for ε > 0, we have α(p,K) ≤ 1 − ε if p satisfies the following condition:

Local minorization condition. There exists a probability measure ν on S such that

p(x,B) ≥ εν(B) for all x ∈ K and B ∈ B. (3.25)

Now suppose that (pt )t≥0 is a Markov semigroup. Doeblin’s classical theorem states that if α(pt,S) < 1
for some t ∈ (0,∞), then uniform ergodicity holds in the following sense:

Exercise (Doeblin’s Theorem). Suppose that α(pt,S) < 1 for some t ∈ (0,∞). Prove that there exists
a unique invariant probability measure µ of (pt ), and

sup
x∈S
‖ps(x, ·) − µ‖TV → 0 as s→∞. (3.26)
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If the state space is infinite, a global contraction condition w.r.t. the total variation norm as assumed in
Doeblin’s Theorem can not be expected to hold in general.

Example (Autoregressive process AR(1)). Suppose that X0 = x and

Xn+1 = αXn +Wn+1

with α ∈ (−1,1), x ∈ R, and independent random variables Wn ∼ N(0,1). By induction, one easily
verifies that

Xn = αnx +
n−1∑
i=0

αiWn−i ∼ N
(
αnx,

1 − α2n

1 − α2

)
,

i.e., the n-step transition kernel is given by pn(x, ·) = N
(
αnx, (1 − α2n)/(1 − α2)

)
. As n → ∞, pn(x, ·)

converges in total variation to the unique invariant probability measure µ = N
(
0,1/(1 − α2)

)
. However,

the convergence is not uniform in x, since

sup
x∈R
‖pn(x, ·) − µ‖TV = 1 for every n ∈ N.

Harris’ Theorem

The example above demonstrates the need of a weaker notion of convergence to equilibrium than uniform
ergodicity, and of a weaker assumption than the global minorization condition.

Definition 3.21 (Geometric ergodicity). A time-homogeneous Markov process (Xt,Px) with transition
function (pt ) is called geometrically ergodic with invariant probability measure µ iff there exist a constant
c > 0 and a non-negative function M : S → R such that

‖pt (x, ·) − µ‖TV ≤ M(x) exp(−ct) for µ-almost every x ∈ S.

Harris’ Theorem states that geometric ergodicity is a consequence of a local minorization condition
combined with a global Lyapunov condition of the following form:

(LG) There exist a function V ∈ F+(S) and constants λ > 0 and C < ∞ such that

LV(x) ≤ C − λV(x) for all x ∈ S. (3.27)

We consider the time-discrete case. Let π be the one step transition kernel of a time-homogeneous Markov
chain. Then condition (LG) states that

πV(x) ≤ C + γV(x), where γ = 1 − λ < 1. (3.28)

Below, we follow the approach of M. Hairer and J. Mattingly [22] to give a simple proof of a quantitative
version of the Harris Theorem, cf. e.g. [21]. The key idea is to replace the total variation distance by the
Kantorovich distance

Wβ(µ, ν) = inf
X∼µ
Y∼ν

E[dβ(µ, ν)]

based on a distance function on S of the form

dβ(x, y) = (1 + βV(x) + βV(y)) 1x,y

with β > 0. Note that ‖µ − ν‖TV ≤ Wβ(µ, ν) with equality for β = 0.
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Theorem 3.22 (Quantitative Harris Theorem). Suppose that there exists a function V ∈ F+(S) such that
the condition in (LG) is satisfied with constants C, λ ∈ (0,∞), and

α(π, {V ≤ r}) < 1 for some r > 2C/λ. (3.29)

Then there exists a constant β ∈ R+ such that αβ(π) < 1. In particular, there is a unique invariant probability
measure µ of π satisfying

´
Vdµ < ∞, and geometric ergodicity holds:

‖πn(x, ·) − µ‖TV ≤ Wβ (π
n(x, ·), µ) ≤

(
1 + βV(x) + β

ˆ
Vdµ

)
αβ(π)

n

for any n ∈ N and x ∈ S.

There are explicit expressions for the constants β and αβ(π), see the proof below.

Proof. Fix x, y ∈ S with x , y, and let (X,Y ) be a maximal coupling of π(x, ·) and π(y, ·) w.r.t. the total
variation distance, i.e.,

P[X , Y ] = ‖π(x, ·) − π(y, ·)‖TV.

Then for every β ≥ 0,

Wβ(π(x, ·), π(y, ·)) ≤ E[dβ(X,Y )] ≤ P[X , Y ] + βE[V(X)] + βE[V(Y )]

= ‖π(x, ·) − π(y, ·)‖TV + β(πV)(x) + β(πV)(y)

≤ ‖π(x, ·) − π(y, ·)‖TV + 2Cβ + (1 − λ)β(V(x) + V(y)), (3.30)

where we have used (3.28) in the last step. We now fix r as in (3.29), and distinguish cases.

(i) If V(x) + V(y) ≥ r then the Lyapunov condition ensures contractivity. Indeed, by (3.30),

Wβ(π(x, ·), π(y, ·)) ≤ dβ(x, y) + 2Cβ − λβ · (V(x) + V(y)). (3.31)

Since dβ(x, y) = 1 + βV(x) + βV(y), the expression on the right hand side in (3.31) is bounded from
above by (1 − δ)dβ(x, y) for some constant δ > 0 provided 2Cβ + δ ≤ (λ − δ)βr . This condition is
satisfied if we choose

δ :=
λβr − 2Cβ

1 + βr
=

λr − 2C
1 + βr

β,

which is positive since r > 2C/λ.

(ii) If V(x) + V(y) < r then contractivity follows from (3.29). Indeed, (3.30) implies that for ε :=
min

(
1−α(π, {V ≤r })

2 , λ
)
and β ≤ 1−α(π, {V ≤r })

4C ,

Wβ(π(x, ·), π(y, ·)) ≤ α(π, {V ≤ r}) + 2Cβ + (1 − λ)β(V(x) + V(y)) ≤ (1 − ε) dβ(x, y).

Choosing δ, ε, β > 0 as in (i) and (ii), we obtain

Wβ(π(x, ·), π(y, ·)) ≤ (1 −min(δ, ε)) dβ(x, y) for all x, y ∈ S,

i.e., the global contraction coefficient αβ(π) w.r.t.Wβ is strictly smaller than one. Hence there exists a
unique invariant probability measure µ ∈ P1

β(S) =
{
µ ∈ P(S) :

´
Vdµ < ∞

}
, and

Wβ(π
n(x, ·), µ) = Wβ (δxπ

n, µπn) ≤ αβ(π)
nWβ(δx, µ)

= αβ(π)
n

(
1 + βV(x) + β

ˆ
Vdµ

)
. �
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Remark (Doeblin’s Theorem). If α(π,S) < 1 then by choosing V ≡ 0, we recover Doeblin’s Theorem:

‖πn(x, ·) − µ‖TV ≤ α(π,S)n → 0 uniformly in x ∈ S.

Example (Euler scheme). Consider the Markov chain with state space Rd and transition step

x 7→ x + h b(x) +
√

hσ(x)W,

where b : Rd → Rd and σ : Rd → Rd×d are continuous functions, W ∼ N(0, Id), and h is a positive
constant (the step size of the discretization). Choosing V(x) = |x |2, we obtain

LV(x) = 2h x · b(x) + h2 |b(x)|2 + h tr(σTσ)(x) ≤ C − λV(x)

for some C, λ ∈ (0,∞) provided

lim sup
|x |→∞

2x · b(x) + tr(σTσ)(x) + h|b(x)|2

|x |2
< 0 .

Noting that for any r ∈ (0,∞),

α(π, {V ≤ r}) = sup
|x | ≤
√
r

sup
|y | ≤
√
r




N
(
x + hb(x), h(σσT )(x)

)
− N

(
y + hb(y), h(σσT )(y)

)



TV

< 1,

we see that the conditions in Harris’ Theorem are satisfied in this case.

Example (Gibbs Sampler in Bayesian Statistics). For several concrete Bayesian posterior distribu-
tions on moderately high dimensional spaces, Theorem 3.22 can be applied to show that the total
variation distance between the law of the Gibbs sampler after n steps and the stationary target distribu-
tion is small after a feasible number of iterations, see Roberts&Rosenthal [47].

3.4. Couplings of Markov processes and convergence rates

On infinite state spaces, convergence to equilibrium may hold only at a subgeometric (i.e., slower than
exponential) rate. Roughly, subgeometric convergence occurs if the drift is not strong enough to push the
Markov chain rapidly back towards the center of the state space. One approach for proving convergence
to equilibrium at subgeometric rates is to extend Harris’ Theorem. This is possible provided a Lyapunov
condition of the form

LV ≤ C − φ ◦ V

holds with a concave increasing function φ : R+ → R+ satisfying φ(0) = 0, see e.g. Hairer [21] and
Meyn&Tweedie [40]. Alternatively, couplings of Markov processes can be applied directly to prove both
geometric and subgeometric convergence bounds. Both approaches eventually lead to similar conditions.
We focus now on the second approach, which is also relevant in the geometrically ergodic case.

Couplings of Markov processes

So far, we have only considered couplings of the transition probabilities of a Markov process. One can often
prove stronger results and gain flexibility by considering couplings of the complete laws of two Markov
processes on the path space.

Definition 3.23 (Couplings of stochastic processes).

1) A coupling of two stochastic processes ((Xt ),P) and ((Yt ),Q) with state spaces S and T is given by a
process

(
(X̃t,Ỹt ), P̃

)
with state space S × T such that

(X̃t )t≥0 ∼ (Xt )t≥0 and (Ỹt )t≥0 ∼ (Yt )t≥0.
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2) The coupling is called Markovian iff the process (X̃t,Ỹt )t≥0 is a right continuous strong Markov
process on the product space S × T .

We recall that in discrete time, every Markov process has the strong Markov property, and every solution
of the martingale problem for the generator is a Markov process. In continuous time, these statements are not
always true. However, the strong Markov property holds if the process is right-continuous and the transition
semigroup is Feller, or if uniqueness in an appropriate sense holds for the corresponding martingale problem,
see Sections 4.2 and 4.4.

Example (Construction of Markovian couplings for Markov chains). AMarkovian coupling of two
time homogeneous Markov chains can be constructed from a coupling of the one step transition kernels.
Suppose that p and q are Markov kernels on measurable spaces (S,B) and (T,C), and p is a Markov
kernel on (S ×T,B ⊗ C) such that p ((x, y), dx ′dy′) is a coupling of the measures p(x, dx ′) and q(y, dy′)
for every x ∈ S and y ∈ T . Then for x ∈ S and y ∈ T , the canonical Markov chain

(
(Xn,Yn),Px,y

)
with

one step transition kernel p and initial distribution δ(x,y) is a Markovian coupling of Markov chains with
transition kernels p and q and initial distributions δx and δy . More generally, if γ is a coupling of µ and
ν, then

(
(Xn,Yn),Pγ

)
is a coupling of Markov chains with transition kernels p,q and initial distributions

µ and ν.

In a similar way as in the example above, couplings of Markov processes in continuous time can be
constructed from couplings of the generators, cf. e.g. [8]. However, it is often more convenient to construct
the couplings in a direct way, see the examples further below.

The following simple but fundamental result is the basis for many convergence bounds in total variation
distance:

Theorem 3.24 (Coupling lemma). Suppose that ((Xt,Yt )t≥0,P) is a Markovian coupling of two time-
homogeneous Markov processes with common transition function (pt ) and initial distributions µ and ν.
Then

‖µpt − νpt ‖TV ≤ ‖Law[(Xs)s≥t ] − Law[(Ys)s≥t ]‖TV ≤ P[T > t],

where T is the coupling time defined by

T = inf{t ≥ 0 : Xt = Yt }.

In particular, the theorem shows that if T < ∞ almost surely, then

lim
t→∞
‖Law(Xt+·) − Law(Yt+·)‖TV = 0.

Proof. 1) By right continuity of the coupling process, XT and YT coincide almost surely. We now first show
that without loss of generality, we may even assume that almost surely, Xt = Yt for any t ≥ T . Indeed, if this
is not the case then we can define a modified coupling (Xt,Ỹt ) with the same coupling time by setting

Ỹt :=
{

Yt for t < T,
Xt for t ≥ T .

The fact that (Xt,Ỹt ) is again a coupling of the same Markov processes follows from the strong Markov
property: T is a stopping time w.r.t. the filtration (Ft ) generated by the process (Xt,Yt ), and hence on
{T < ∞} and under the conditional law given FT , both YT+· and ỸT+· = XT+· are Markov processes with
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transition function (pt ), and their initial values YT and XT coincide almost surely. Therefore, both processes
have the same law. Since Yt = Ỹt for t < T , we can conclude that (Yt )t≥0 ∼ (Ỹt )t≥0, whence (Xt,Ỹt )t≥0 is
indeed another coupling. Moreover, by construction, the coupling time is the same as before, and Xt = Ỹt
for t ≥ T .

2) Now suppose that Xt = Yt for t ≥ T . Then also Xt+· = Yt+· for t ≥ T , and thus we obtain

‖Law (Xt+·) − Law (Yt+·)‖TV ≤ P [Xt+· , Yt+·] ≤ P[T > t]. �

The following example shows that in some cases, the coupling lemma yields sharp bounds if the coupling
is chosen adequately.

Example (Brownian motion on Rd). Let x, y ∈ Rd such that x , y. The reflection coupling of two
Brownian motions with initial values X0 = x and Y0 = y is the Markovian coupling given by

Xt = x + Bt,

Yt = y + R(x, y)Bt,

where (Bt ) is a Brownian motion with B0 = 0, and

R(x, y) = Id − 2
(x − y)(x − y)T

|x − y |2
∈ O(d)

is the reflection at the hyperplane between x and y. Since R(x, y) is an orthogonal transformation, Yt is
indeed a Brownian motion starting at y. Moreover,

Xt − Yt = x − y + 2
x − y

|x − y |

x − y

|x − y |
· Bt =

x − y

|x − y |
(|x − y | + 2Wt ), (3.32)

where Wt =
x−y
|x−y | · Bt is a one-dimensional Brownian motion starting at 0. By (3.32), the coupling time

is the hitting time of −|x − y |/2 for (Wt ). Therefore, by the reflection principle and the coupling lemma,

P[T ≤ t] = 2P[Wt ≤ −|x − y |/2] = 2
(
1 − Φ(|x − y |/(2

√
t))

)
, and

‖pt (x, ·) − pt (y, ·)‖TV ≤ P[T > t] = 2
(
Φ(|x − y |/(2

√
t)) − 1/2

)
,

where Φ is the distribution function of the standard normal distribution.
On the other hand, in this simple example we can compute the total variation distance explicitly in

order to verify that the bound is sharp. Indeed, by an elementary computation,

‖pt (x, ·) − pt (y, ·)‖TV = ‖N(x, t Id) − N(y, t Id)‖TV = 2
(
Φ(|x − y |/(2

√
t)) − 1/2

)
.

It should be stressed, however, that it is not always possible to find a Markovian coupling such that the
bound in the coupling lemma is sharp [7, 31].

Convergence rates

Let I = Z+ or I = R+. If µ is an invariant probability measure for a transition function (pt )t∈I then µpt = µ
and Law(Xt+·) = Pµ for any t ≥ 0. Hence the coupling lemma provides upper bounds for the total variation
distance to stationarity. As an immediate consequence we note:

Corollary 3.25 (Convergence rates by coupling). Let T be the coupling time for a Markovian coupling
of time-homogeneous Markov processes with transition function (pt ) and initial distributions µ and ν.
Suppose that

E[ψ(T)] < ∞
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for some non-decreasing, right-continuous function ψ : I → R+ with lim
t→∞

ψ(t) = ∞. Then

‖µpt − νpt ‖TV = O
(

1
ψ(t)

)
, (3.33)

and even
ˆ ∞

0
‖µpt − νpt ‖TV dψ(t) < ∞ in continuous time, and (3.34)

∞∑
n=0
(ψ(n + 1) − ψ(n)) ‖µpn − νpn‖TV < ∞ in discrete time, respectively. (3.35)

Proof. By the coupling lemma and by Markov’s inequality,

‖µpt − νpt ‖TV ≤ P[T > t] ≤
1
ψ(t)

E[ψ(T)] for all t > 0.

Furthermore, by Fubini’s Theorem,
ˆ ∞

0
‖µpt − νpt ‖TV dψ(t) ≤

ˆ ∞
0

P[T ≥ t] dψ(t) = E
[ˆ ∞

0
1T ≥tdψ(t)

]
= E[ψ(T) − ψ(0)].

The assertion in discrete time follows similarly. �

The corollary shows that convergence to equilibrium happens with a polynomial rate of order O(n−k) if
there is a coupling with the stationary Markov chain such that the coupling time has a finite k-th moment. If
an exponential moment exists then the convergence is geometric.

Example (Markov chains on Z+). We consider a Markov chain on Z+ with transition probabilities
π(x, x + 1) = px , π(x, x − 1) = qx and π(x, x) = rx . We assume that px + qx + rx = 1, q0 = 0, and
px,qx > 0 for x ≥ 1. For simplicity we also assume rx = 1/2 for all x (i.e., the Markov chain is “lazy”).

0 x− 1 x x+ 1

qx

rx

px

For f ∈ Fb(Z+), the generator is given by

(L f )(x) = px ( f (x + 1) − f (x)) + qx ( f (x − 1) − f (x)) , x ∈ Z+.

By solving the system of equations µL = µ− µπ = 0 explicitly, one shows that there is a two-parameter
family of invariant measures given by

µ(x) = a + b ·
p0p1 · · · px−1

q1q2 · · · qx
(a, b ∈ R).

In particular, an invariant probability measure exists if and only if

Z :=
∞∑
x=0

p0p1 · · · px−1

q1q2 · · · qx
< ∞.
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For example, this is the case if there exists an ε > 0 such that

px ≤

(
1 −

1 + ε
x

)
qx+1 for large x.

Now suppose that an invariant probability measure µ exists. To obtain an upper bound on the rate of
convergence to µ, we consider the straightforward Markovian coupling

(
(Xn,Yn),Px,y

)
of two chains

with transition kernel π determined by the transition step

(x, y) 7→


(x + 1, y) with probability px,
(x − 1, y) with probability qx,
(x, y + 1) with probability py,
(x, y − 1) with probability qy .

Since at each transition step only one of the chains (Xn) and (Yn) is moving one unit, the processes (Xn)

and (Yn) meet before the trajectories cross each other. In particular, if X0 ≥ Y0 then the coupling time T
is bounded from above by the first hitting time

TX
0 = min{n ≥ 0 : Xn = 0}.

Since an invariant probability measure exists and the chain is irreducible, all states are positive recurrent.
Hence

E[T] ≤ E[TX
0 ] < ∞.

TX
0

Therefore, by Corollary 3.25, the total variation distance to equilibrium is always decaying at least at
linear order:

‖πn(x, ·) − µ‖TV = O(n−1),

∞∑
n=0
‖πn(x, ·) − µ‖TV < ∞.

To prove a stronger decay, one can construct appropriate Lyapunov functions for bounding higher
moments of T . For instance suppose that there exist a > 0 and γ ∈ (−1,0] such that

px − qx ∼ −axγ as x →∞.

(i) If γ ∈ (−1,0) then as x →∞, the function V(x) = xn (n ∈ N) satisfies

LV(x) = px ((x + 1)n − xn) + qx ((x − 1)n − xn) ∼ n(px − qx)xn−1 ∼ −naxn−1+γ

≤ −naV(x)1−
1−γ
n .

It can now be shown in a similar way as in the proofs of Theorem 1.2 or Theorem 1.6 that

E[Tk] ≤ E[(TX
0 )

k] < ∞ for any k <
n

1 − γ
.

Since n can be chosen arbitrarily large, we see that the convergence rate is faster than any
polynomial rate:

‖πn(x, ·) − µ‖TV = O(n−k) for all k ∈ N.

Indeed, by choosing faster growing Lyapunov functions one can show that the convergence rate
is O(exp (−nβ)) for some β ∈ (0,1) depending on γ.
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(ii) If γ = 0 then even geometric convergence holds. Indeed, in this case, for large x, the function
V(x) = eλx satisfies

LV(x) =
(
px

(
eλ − 1

)
+ qx

(
e−λ − 1

))
V(x) ≤ −c · V(x)

for some constant c > 0 provided λ > 0 is chosen sufficiently small. Hence geometric ergodicity
follows either by Harris’ Theorem, or, alternatively, by applying Corollary 3.25 with ψ(n) = ecn.

A CLT for non-stationary Markov chains

Suppose that (Xn,P) is a time-homogeneous Markov chain with transition kernel π, invariant probability
measure µ, and initial distribution ν. As in Section 3.2, we consider the ergodic averages

Ab,n f =
1
n

b+n−1∑
i=b

f (Xi),

The approximation error in the ergodic theorem is

Ab,n f − µ( f ) = Ab,n f0,

where f0 = f − µ( f ). By a coupling argument, both the ergodic theorem and the central limit theorem can
be extended from the stationary to the non-stationary case.

Theorem 3.26 (Ergodic theorem and CLT for non-stationary Markov chains). Let b ∈ Z+, and sup-
pose that ‖νπn − µ‖TV → 0 as n→∞. Then for any f ∈ L1(µ), as n→∞,

Ab,n f → µ( f ) P-almost surely.

Moreover, for any f ∈ L2(µ) such that G f0 =
∑∞

n=0 π
n f0 converges in L2(µ),

√
n
(
Ab,n f − µ( f )

) D
→ N(0, σ2

f ),

where σ2
f = 2( f0,G f0)L2(µ) − ( f0, f0)L2(µ) is the asymptotic variance for the ergodic averages from the

stationary case.

Proof. Let ε > 0 be given. Then by the assertion, there exists t ∈ N such that

‖νπt − µπt ‖TV = ‖νπ
t − µ‖TV < ε.

Moreover, one can show that there exists a coupling ((Xn,Yn)n≥0,P) of Markov chains with initial laws ν and
µ and transition kernel π such that

P [Xt+n = Yt+n for all n ≥ 0] > 1 − ε,

see the exercise below. Now let

Bb,n f =
1
n

b+n−1∑
i=b

f (Yi),

denote the ergodic averages of the stationary Markov chain (Yb+k)k∈Z+ . Then

Ab,n f − Bb,n f =
1
n

b+n−1∑
i=b

( f (Xi) − f (Yi))1i<t .

A. Eberle Markov Processes (v. July 7, 2020) 81



3. Couplings and mixing times

On the event C = {Xt+n = Yt+n for all n ≥ 0}, this difference is of order O(1/n). Since by the ergodic
theorem in the stationary case, Bb,n f → µ( f ) almost surely, we can conclude that

P
[

lim
n→∞

Ab,n f = µ( f )
]
≥ P

[
lim
n→∞

(
Ab,n f − Bb,n f

)
= 0

]
≥ P[C] > 1 − ε.

Since ε > 0 has been chosen arbitrarily, this proves the first assertion.
Furthermore, let

Sn :=
√

n(Ab,n f − µ( f )), Tn :=
√

n(Bb,n f − µ( f )), and Rn :=
√

n(Ab,n f − Bb,n f ).

Then Sn = Tn + Rn. By the CLT for stationary Markov chains, we know that Tn
D
→ N(0, σ2

f ). Moreover,
Rn converges to 0 on the event C, and thus with probability greater than 1 − ε. Noting that ε > 0 has been
chosen arbitrarily, this is sufficient to conclude that Sn

D
→ N(0, σ2

f ) as well. Indeed, for any bounded and
Lipschitz continuous function g : S → R and δ > 0, we obtain����E[g(Sn)] − ˆ g dN(0, σ2

f )

���� ≤ ����E[g(Tn)] −

ˆ
g dN(0, σ2

f )

���� + E [|g(Sn) − g(Tn)|]

≤

����E[g(Tn)] −

ˆ
g dN(0, σ2

f )

���� + E [|g(Sn) − g(Tn)|; |Rn | ≤ δ] + E [|g(Sn) − g(Tn)|; |Rn | > δ]

≤

����E[g(Tn)] −

ˆ
g dN(0, σ2

f )

���� + δ‖g‖Lip + 2‖g‖supP [|Rn | > δ] .

Choosing δ sufficiently small, we see that the limit superior of this expression is smaller than (1+ 4‖g‖sup)ε,
and thus we obtain convergence in distribution by letting ε tend to zero. �

Exercise (Successful couplings and TV-convergence to equilibrium). Consider a time-homogeneous
Markov chain with transition kernel π and invariant probability measure µ.

a) Show that for every initial distribution ν and every fixed integer t ≥ 0, there exists a coupling
(X,Y,P) of the Markov chains with transition kernel π and initial laws ν and µ such that

P [Xn = Yn for all n ≥ t] =


νπt − µ



TV
.

b) Conclude that ‖νπt − µ‖TV → 0 as t → ∞ if and only if for every ε > 0 there exists a coupling
of the Markov chains with initial laws ν and µ such that the coupling time

T = inf {t ≥ 0 : Xn = Yn for any n ≥ t}

is finite with probability at least 1 − ε.

***c) A coupling as above is called successful if the coupling time is almost surely finite. Show that a
successful coupling exists if and only if ‖νπt − µ‖TV → 0 as t →∞.
(This part is optional and very difficult. See Lindvall [37] if you want to read up the proof.)

3.5. Mixing times

Let (pt ) be a Markov semigroup on (S,B) with invariant probability measure µ. For a set K ∈ B and t ≥ 0
let

d(t,K) = sup
x∈K
‖pt (x, ·) − µ‖TV

denote the maximal total variation distance from equilibrium at time t for a corresponding Markov process
with initial distribution concentrated on K .

82 University of Bonn



3.5. Mixing times

Definition 3.27 (Mixing time). For ε > 0, the ε-mixing time of the process with initial value in K is
defined by

tmix(ε,K) = inf{t ≥ 0 : d(t,K) ≤ ε}.

Moreover, we denote by tmix(ε) the global mixing time tmix(ε,S).

Since for every initial distribution ν ∈ P(S), the total variation distance ‖νpt − µ‖TV is a non-increasing
function in t,

d(t,K) ≤ ε for any t ≥ tmix(ε,K).

The dependence of mixing times on parameters such as the dimension of the underlying state space
is an important problem. In particular, the distinction between “slow mixing” and “rapid mixing”, i.e.,
exponential vs. polynomial increase of the mixing time as a parameter goes to infinity, is related to phase
transitions.

Upper bounds in terms of contraction coefficients

To quantify mixing times note that by the triangle inequality for the TV-distance,

dTV(t,S) ≤ α(pt ) ≤ 2dTV(t,S),

where α denotes the global TV-contraction coefficient. In particular, the bounds derived in Sections 3.1, 3.2
and 3.3 can be applied to control mixing times.

Example (Random colourings). For the random colouring chain with state space TV , we have shown
in the example below Theorem 3.15 that for |T | > 2∆, the contraction coefficient αd w.r.t. the Hamming
distance d(ξ, η) = |{x ∈ V : ξ(x) , η(x)}| satisfies

αd(pt ) ≤ αd(p)t ≤ exp
(
−
|T | − 2∆
|T | − ∆

·
t
n

)
. (3.36)

Here ∆ denotes the degree of the regular graph V and n = |V |. Since

1ξ,η ≤ d(ξ, η) ≤ n · 1ξ,η for all ξ, η ∈ TV ,

we also have
‖ν − µ‖TV ≤ W

1
d (ν, µ) ≤ n‖ν − µ‖TV for all ν ∈ P(S).

Therefore, by (3.36), we obtain

‖pt (ξ, ·) − µ‖TV ≤ nαd(pt ) ≤ n exp
(
−
|T | − 2∆
|T | − ∆

·
t
n

)
for any ξ ∈ TV and t ≥ 0. The right-hand side is smaller than ε for t ≥ |T |−∆

|T |−2∆n log(n/ε). Thus we have
shown that

tmix(ε) = O
(
n log n + n log ε−1

)
for |T | > 2∆.

This is a typical example of rapid mixing with a total variation cut-off : After a time of order n log n,
the total variation distance to equilibrium decays to an arbitrary small value ε > 0 in a time window of
order O(n).

Exercise (Hard core model). Consider a finite graph (V,E) with n vertices of maximal degree ∆. The
corresponding hard core model with fugacity λ > 0 is the probability measure µλ on {0,1}V with mass
function

µλ(η) = Z(λ)−1 λ
∑

x∈V η(x) if η(x) · η(y) = 0 for any {x, y} ∈ E, µλ(η) = 0 otherwise,

where Z(λ) is a normalization constant.
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a) Describe the transition rule for theGibbs samplerwith equilibrium µλ, and determine the transition
kernel π.

b) Prove that for λ < (∆ − 1)−1 and t ∈ N,

W1(νπt, µ) ≤ α(n,∆)tW1(ν, µ) ≤ exp
(
−

t
n

(
1 − λ(∆ − 1)

1 + λ

))
W1(ν, µ),

where α(n,∆) = 1 − 1
n

(
1−λ(∆−1)

1+λ

)
, andW1 is the transportation metric based on the Hamming

distance on {0,1}V .

c) Show that in this case, the ε-mixing time is of order O(n log n) for every ε ∈ (0,1).

Exercise (Gibbs sampler for the Ising model). Consider a finite graph (V,E) with n vertices of maxi-
mal degree∆. The Ising model with inverse temperature β ≥ 0 is the probability measure µβ on {−1,1}V
with mass function

µβ(η) =
1

Z(β)
exp ©­«β

∑
{x,y }∈E

η(x)η(y)ª®¬ ,
where Z(β) is a normalization constant.

a) Show that given η(y) for y , x, η(x) = ±1 with probability (1 ± tanh(βm(x, η))/2, where
m(x, η) :=

∑
y∼x η(y) is the local magnetization in the neighbourhood of x. Hence determine the

transition kernel π for the Gibbs sampler with equilibrium µβ .

b) Prove that for every t ∈ N,

W1(νπt, µβ) ≤ α(n, β,∆)tW1(ν, µβ) ≤ exp
(
−

t
n
(1 − ∆ tanh(β))

)
W1(ν, µβ),

where α(n, β,∆) = 1− (1−∆ tanh(β))/n, andW1 is the transportation metric based on the Ham-
ming distance on {−1,1}V . Conclude that for ∆ tanh β < 1, the Gibbs sampler is geometrically
ergodic with a rate of order Ω(1/n). Hint: You may use the inequality

| tanh(y + β) − tanh(y − β)| ≤ 2 tanh(β) for any β ≥ 0 and y ∈ R.

c) The mean-field Ising model with parameter α ≥ 0 is the Ising model on the complete graph over
V = {1, . . . ,n} with inverse temperature β = α/n. Show that for α < 1, the ε-mixing time for the
Gibbs sampler on the mean field Ising model is of order O(n log n) for every ε ∈ (0,1).

Example (Harris Theorem). In the situation of Theorem 3.22, the global distance d(t,S) to equilibrium
does not go to 0 in general. However, on the level sets of the Lyapunov function V ,

d(t, {V ≤ r}) ≤
(
1 + βr + β

ˆ
Vdµ

)
αβ(p)t

for any t,r ≥ 0 where β is chosen as in the theorem, and αβ is the contraction coefficient w.r.t. the
corresponding distance dβ . Hence

tmix(ε, {V ≤ r}) ≤
log

(
1 + βr + β

´
Vdµ

)
+ log(ε−1)

log(αβ(p)−1)
.

Upper bounds by coupling

Alternatively, we can also apply the coupling lemma to derive upper bounds for mixing times.

Corollary 3.28 (Coupling times and mixing times). Suppose that for every x, y ∈ S,
(
(Xt,Yt ),Px,y

)
is a

Markovian coupling of the Markov processes with initial values x, y ∈ S and transition function (pt ), and
let T = inf{t ≥ 0 : Xt = Yt }. Then

tmix(ε) ≤ inf {t ≥ 0 : Px,y[T > t] ≤ ε ∀ x, y ∈ S}.
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Proof. The assertion is a direct consequence of the coupling lemma (Theorem 3.24). �

Example (Lazy RandomWalks). A lazy random walk on a graph is a random walk that stays at its
current position during each step with probability 1/2. Lazy random walks are considered to exclude
periodicity effects that may occur due to the time discretization. By simple coupling arguments we
obtain bounds for total variation distances and mixing times on different graphs:

1) S = Z/(mZ): The transition probabilities of the lazy simple random walk on a discrete circle with
m points are π(x, x + 1) = π(x, x − 1) = 1/4, π(x, x) = 1/2, and π(x, y) = 0 otherwise. A Markovian
coupling (Xn,Yn) is given by moving from (x, y) to (x+1, y), (x−1, y), (x, y+1), (x, y−1)with probability
1/4 each. Hence only one of the two copies is moving during each step, and thus the two random walks
Xn and Yn can not cross each other without meeting at the same position. The difference process Xn −Yn
is a simple random walk on S, and T is the hitting time of 0. Hence by the Poisson equation,

Ex,y[T] = ERW(Z)
|x−y |

[T{1,2,...,m−1}c ] = |x − y | · (m − |x − y |) ≤ m2/4.

Corollary 3.28 and Markov’s inequality now imply that tmix(1/4) ≤ m2, which is a rather sharp upper
bound.

2) S = {0,1}d: The lazy random walk on the hypercube {0,1}d coincides with the Gibbs sampler for
the uniform distribution. A bound for the mixing time can be derived from Theorem 3.15. Alternatively,
we can construct a coupling of two lazy random walks on the hypercube by updating the same coordinate
to the same value for both copies in each step. Then the coupling time T is bounded from above by the
first time where each coordinate has been updated once, i.e., by the number of draws required to collect
each of d coupons by sampling with replacement. Therefore, for c ≥ 0,

P[T > d log d + cd] ≤
d∑

k=1
(1 − 1/d) dd log d+cde ≤ d exp

(
−

d log d + cd
d

)
≤ e−c,

and hence
tmix(ε) ≤ d log d + log(ε−1)d.

Conversely, the coupon collecting problem also shows that this upper bound is again almost sharp.

Example (Brownian motion on a flat torus). Let Ta = R/(aZ) denote the circle of perimeter a. A
Brownian motion on the flat torus Tda can be obtained by projection from a Brownian motion on the
covering space Rd . Indeed, suppose that (Bt )t≥0 is standard Brownian motion on Rd , and let

Xt = x + π(Bt ) ,

where x ∈ Tda is a fixed initial value, π : Rd → Tda is the canonical projection, and “+” is the addition on
the abelian group Tda. Then the process Xt = (X1

t , . . . ,X
d
t ) is a Markov process with state space S = Tda,

and its components X i
t , i = 1, . . . , d, are independent Brownian motions on the circle Ta.

A simple antithetic coupling of two Brownian motions X andY on the torus with initial values X0 = x
and Y0 = y is given by defining X as above, and setting

Yt := y − x − Xt .

However, in dimension d ≥ 2, the corresponding coupling time is almost surely infinite, since two
components of X andY will almost surely not meet at the same time. Therefore, we modify the coupling
to a componentwise coupling (X, Z) that is defined by

Z i
t :=

{
yi − xi − X i

t for t < Ti := inf{s ≥ 0 : Y i
s = X i

s},

X i
t for t ≥ Ti .

It is left to the reader to verify that (X, Z) is indeed a coupling of two Brownian motions on the torus
with initial conditions X0 = x and Z0 = y. The corresponding coupling time is T = maxi Ti . Moreover,

P [Ti ≥ t] = P
[
TR\(−a/2,a/2)(Bi) ≥ t

]
≤
√

2 exp
(
−
π2t
8a2

)
, and thus

P [T ≥ t] = P [∃i : Ti ≥ t] ≤
√

2 d exp
(
−
π2t
8a2

)
.

A. Eberle Markov Processes (v. July 7, 2020) 85



3. Couplings and mixing times

Here we have used in the first step that for λ ∈ (0, π/a), the function V(x) = cos(λx) is non-negative on
(−a/2,a/2) and satisfies 1

2V ′′ = −λ
2

2 V . Applying optional stopping to the corresponding non-negative
martingale exp(λ2t/2)V(Bi

t ) yields the bound for the exit time of Bi from the interval (−a/2,a/2) when
choosing λ = π/(2a). By choosing t such that the upper bound in the last inequality is smaller than ε,
we see that

tmix(ε) ≤
8a2

π2 log

(√
2d
ε

)
= O

(
a2 log d + a2 log(ε−1)

)
.

It can be shown that this upper bound has the optimal order in a, d and ε.

Conductance lower bounds

A simple and powerful way to derive lower bounds for mixing times due to constraints by bottlenecks is the
conductance. Let π be a Markov kernel on (S,B) with invariant probability measure µ. For sets A,B ∈ B
with µ(A) > 0, the equilibrium flow Q(A,B) from a set A to a set B is defined by

Q(A,B) = (µ ⊗ p)(A × B) =
ˆ
A

µ(dx) π(x,B),

and the conductance of A is given by

Φ(A) =
Q(A, AC)

min(µ(A), µ(Ac))
.

Notice that in particular,

Φ(A) ≤
µ(∂int A)

min(µ(A), µ(Ac))
,

where ∂int A := {x ∈ A : π(x, Ac) > 0} is the interior boundary of the set A.

Example (Graph with a bottleneck). Consider the uniform distribution on a graph that has two large
components A and Ac , consisting each of at least n vertices, which are only connected by a single edge.
Then for any Markov chain that only moves along edges of the graph, the conductance of A is bounded
from above by 1/n.

Definition 3.29 (Isoperimetric constant). The bottleneck ratio or isoperimetric constant Φ∗ for a transi-
tion kernel π with invariant probability measure µ is defined as the worst-case conductance, i.e.,

Φ∗ := inf
A∈B

Φ(A).

The inverse of Φ∗, i.e., the maximal inverse conductance, provides a lower bound on mixing times.

Exercise (Conductance and lower bounds for mixing times). Prove the lower bound

tmix

(
1
4

)
≥

1
4Φ∗

. (3.37)

You may proceed in the following way: Let µA(B) = µ(B |A) denote the conditioned measure given A.

a) Show that for any A ∈ B with µ(A) > 0,

‖µAπ − µA‖TV = (µAπ)(AC) = Φ(A).

Hint: Prove first that
(i) (µAπ)(B) − µA(B) ≤ 0 for any measurable B ⊆ A, and
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(ii) (µAπ)(B) − µA(B) = (µAπ)(B) ≥ 0 for any measurable B ⊆ AC .

b) Conclude that

‖µA − µ‖TV ≤ tΦ(A) + ‖µAπt − µ‖TV for all t ∈ Z+.

c) Hence prove (3.37).

In the example above, the conductance lower bound shows that the mixing time is of order Ω(n). By a
similar argument, we can show that for the mean-field Ising model with parameter α > 1, the mixing time is
exponential in the number of spins:

Example (Mean-field Ising model). The mean-field Ising model with parameters n ∈ N and α ∈ (0,∞)
is the probability measure µα,n on {−1,+1}n with mass function

µα,n(η) ∝ exp ©­«α2
n∑

x=1
η(x)

1
n

n∑
y=1

η(y)
ª®¬ = exp

( α
2n

m(η)2
)
,

where m(η) =
∑n

x=1 η(x) is the total magnetization of the configuration η. In the exercise in Section 3.5
above it is shown that for α < 1, the Gibbs sampler for the mean-field Ising model has a mixing time
of order O(n log n). Conversely, we will now show by applying the conductance lower bound that for
α > 1, the mixing time grows exponentially in n. Thus there is a dynamic phase transition from rapid
mixing to slow mixing at the critical value α = 1.

To apply the conductance bound, we consider the sets

An = {η ∈ {−1,+1}n : m(η) > 0}.

Notice that during each step of the Gibbs sampler, the total magnetization changes at most by 2.
Therefore, the interior boundary of An consists of configurations with m(η) ∈ {1,2}. Since by symmetry,
µα,n(An) ≤ 1/2, we obtain for any c > 0,

1
Φ(An)

≥
µα,n(An)

µα,n(∂int An)
=

µα,n(m > 0)
µα,n(m ∈ {1,2})

≥

´
{m≥cn} exp(αm2/(2n)) dµ0,n´
{m∈{1,2}} exp(αm2/(2n)) dµ0,n

≥ exp
(
−2αn−1 + αc2n/2

)
µ0,n(m ≥ cn) (3.38)

Noting that under µ0,n, the components of η are independent random variables with µ0,n(η(x) = ±1) =
1/2, we can apply the classical large deviation lower bound (Cramér’s Theorem) to conclude that

lim inf
n→∞

1
n

log µ0,n(m ≥ cn) ≥ I(c) :=
1 + c

2
log (1 + c) +

1 − c
2

log (1 − c) .

Here the exponential rate I(c) is the relative entropy of the Bernoulli distribution with parameter (1+c)/2
w.r.t. the uniform distribution. We obtain

1
Φ(An)

≥ e(αc
2/2−I (c))(n+o(n)).

A Taylor expansion shows that αc2/2− I(c) = (α − 1)c2/2+O(c4) as c ↓ 0. Hence if α > 1 then we see
by choosing c > 0 sufficiently small that 1/Φ(An) is growing exponentially as n → ∞. Therefore, by
(3.37), there exists λ(α) > 0 such that

tmix(1/4) ≥ 1/(4Φ(An)) ≥ eλ(α)(n+o(n)).
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4. Generators, semigroups and continuous-time
Markov processes

This chapter focuses on the connection between Markov processes in continuous time and their generators.
Throughout we assume that the state space S is a Polish space with Borel σ-algebra B. Recall that a
right-continuous stochastic process ((Xt )t∈R+,P) that is adapted to a filtration (Ft )t∈R+ is called a solution of
the martingale problem for a family (Lt,A), t ∈ R+, of linear operators with domainA ⊆ Fb(S) if and only
if

M [ f ]t = f (Xt ) −

ˆ t

0
(Ls f )(Xs) ds (4.1)

is an (Ft )martingale for every function f ∈ A. Here functions f : S → R are extended trivially to S∪{∆} by
setting f (∆) := 0. If ((Xt ),P) solves the martingale problem for ((Lt ),A) and the function (t, x) 7→ (Lt f )(x)
is, for example, continuous and bounded for f ∈ A, then (Lt f )(Xt ) is the expected rate of change of f (Xt )

in the next instant of time given the previous information, i.e.,

(Lt f )(Xt ) = lim
h↓0

E
[

f (Xt+h) − f (Xt )

h

����Ft ] (4.2)

In general, solutions of a martingale problem are not necessarily Markov processes, but it can be shown
under appropriate assumptions, that the strong Markov property follows from uniqueness of solutions of the
martingale problem with a given initial law, see Theorem 4.20 below. Now suppose that for any t ≥ 0 and
x ∈ S, ((Xs)s≥t,P(t ,x)) is an (Ft )Markov process with initial value Xt = x P(t ,x)-almost surely and transition
function (ps,t )0≤s≤t that solves the martingale problem above. Then for any t ≥ 0 and x ∈ S,

(Lt f )(x) = lim
h↓0

Ex

[
f (Xt+h) − f (Xt )

h

]
= lim

h↓0

(pt ,t+h f )(x) − f (x)
h

,

provided (t, x) 7→ (Lt f )(x) is continuous and bounded. This indicates that the infinitesimal generator of the
Markov process at time t is an extension of the operator (Lt,A); this fact will be made precise in Section
4.2.

In this chapter we will mostly restrict ourselves to the time-homogeneous case. The time-inhomogeneous
case is nevertheless included implicitly, since we may apply most results to the time-space process X̂t = (t0+
t,Xt0+t ) that is always a time-homogeneousMarkov process if X is a Markov process. In Section 4.1 we show
how to realize transition functions of time-homogeneousMarkov processes as strongly continuous contraction
semigroups on appropriate Banach spaces of functions, and we establish a one-to-one correspondence
between such semigroups and their generators. The connection to martingale problems is made in Section
4.2, and Section 4.4 indicates in a special situation how solutions of martingale problems can be constructed
from their generators.

4.1. Semigroups, generators and resolvents

In the discrete time case, there is a one-to-one correspondence between generators L = π − I, transition
semigroups pt = πt , and time-homogeneous canonical Markov chains ((Xn)n∈Z+, (Px)x∈S) solving the
martingale problem for L on bounded measurable functions. Our goal in this section is to establish a
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counterpart to the correspondence between generators and transition semigroups in continuous time. Since
the generator will usually be an unbounded operator, this requires the realization of the transition semigroup
and the generator on an appropriate Banach space consisting of measurable functions (or equivalence
classes of functions) on the state space (S,B). Unfortunately, there is no Banach space that is adequate
for all purposes - so the realization on a Banach space also leads to a partially more restrictive setting.
Supplementary references for this section are the books on functional analysis and semigroup theory by
Yosida [56], Pazy [43], and Davies [9], as well as Ethier and Kurtz [19].

We assume that we are given a time-homogeneous transition function (pt )t≥0 on (S,B), i.e.,

(i) pt (x, dy) is a sub-probability kernel on (S,B) for every t ≥ 0, and

(ii) p0(x, ·) = δx and ptps = pt+s for all t, s ≥ 0 and x ∈ S.

Remark (Inclusion of time-inhomogeneous case). Althoughwe restrict ourselves to the time-homogeneous
case, the time-inhomogeneous case is included implicitly. Indeed, if ((Xt )t≥s,P(s,x)) is a time-inhomogeneous
Markov process with transition function ps,t (x,B) = P(s,x)[Xt ∈ B], then the time-space process X̂t =

(t + s,Xt+s) is a time-homogeneous Markov process w.r.t. P(s,x) with state space R+ × S and transition
function

p̂t ((s, x), du dy) = δt+s(du) ps,t+s(x, dy).

Sub-Markovian semigroups and resolvents

The transition kernels pt act as linear operators f 7→ pt f on bounded measurable functions on S. They also
act on Lp spaces w.r.t. a measure µ if µ is sub-invariant for the transition kernels:

Definition 4.1 (Sub-invariant measure). A positive measure µ ∈ M+(S) is called sub-invariant w.r.t. the
transition semigroup (pt ) iff µpt ≤ µ for any t ≥ 0 in the sense that

ˆ
pt f dµ ≤

ˆ
f dµ for any f ∈ F+(S) and t ≥ 0.

For processes with finite life-time, non-trivial invariant measures often do not exist, but sub-invariant
measures usually do exist.

Lemma 4.2 (Sub-Markov semigroup and contraction properties).

1) A transition function (pt )t≥0 on (S,B) induces a sub-Markovian semigroup of linear operators on
Fb(S) or F+(S) respectively, i.e., the following properties hold for any s, t ≥ 0:
(i) Semigroup property: pspt = ps+t ,
(ii) Positivity preserving: f ≥ 0⇒ pt f ≥ 0,
(iii) pt1 ≤ 1.

2) Contractivity w.r.t. the supremum norm: For any t ≥ 0,

‖pt f ‖sup ≤ ‖ f ‖sup for all f ∈ Fb(S).

3) Contractivity w.r.t. Lp norms: If µ ∈ M+(S) is a sub-invariant measure, then for every p ∈ [1,∞] and
t ≥ 0, ˆ

|pt f |pdµ ≤
ˆ
| f |pdµ for all f ∈ Lp(S, µ).

In particular, the map f 7→ pt f respects µ-classes.
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Proof. Most of the statements are straightforward to prove and left as an exercise. We only prove the last
statement for p ∈ [1,∞). Note first that for t ≥ 0, the sub-Markov property implies pt f ≤ pt | f | and
−pt f ≤ pt | f | for any f ∈ Lp(S, µ). Hence by Jensen’s inequality,

|pt f |p ≤ (pt | f |)p ≤ pt | f |p .

Integration w.r.t. µ yields ˆ
|pt f |pdµ ≤

ˆ
pt | f |pdµ ≤

ˆ
| f |pdµ

by the sub-invariance of µ. Hence pt is a contraction on Lp(S, µ). In particular, pt respects µ-classes since
f = g µ-a.e. ⇒ f − g = 0 µ-a.e. ⇒ pt ( f − g) = 0 µ-a.e. ⇒ pt f = ptg µ-a.e. �

The theorem shows that (pt ) induces contraction semigroups of linear operators Pt on the following
Banach spaces:

• Fb(S) endowed with the supremum norm,

• Cb(S), provided pt is Feller for every t ≥ 0,

• Ĉ(S) = { f ∈ C(S) : ∀ε > 0 ∃K ⊂ S compact: | f | < ε on S\K}, provided pt maps Ĉ(S) to Ĉ(S) for
every t ≥ 0 (this is the classical Feller property),

• Lp(S, µ), p ∈ [1,∞], provided µ is a sub-invariant measure for (pt ).

We will see below that for obtaining a densely defined generator, an additional property called strong
continuity is required for the semigroups. This will possibly exclude some of the Banach spaces above, for
example, in most cases, the semigroup is not strongly continuous on Fb(S).
Before discussing strong continuity, we introduce another fundamental object that is useful to establish

the connection between a semigroup and its generator: the resolvent.

Definition 4.3 (Resolvent kernels). The resolvent kernels associated to the transition function (pt )t≥0 are
defined by

gα(x, dy) =
ˆ ∞

0
e−αtpt (x, dy) dt for α ∈ (0,∞),

i.e., for f ∈ F+(S) or f ∈ Fb(S),

(gα f )(x) =
ˆ ∞

0
e−αt (pt f )(x) dt.

Remark. For any α ∈ (0,∞), gα is a kernel of positive measures on (S,B). Analytically, gα is the Laplace
transform of the transition semigroup (pt ). Probabilistically, if (Xt,Px) is a Markov process with transition
function (pt ) then by Fubini’s Theorem,

(gα f )(x) = Ex

[ˆ ∞
0

e−αt f (Xt )dt
]
.

In particular, gα(x,B) is the average occupation time of a set B for the Markov process with start in x and
constant absorption rate α. Note also that the resolvent resembles the Green’s kernel, but in contrast to the
latter, it is finite for recurrent Markov processes.
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Lemma 4.4 (Sub-Markovian resolvent and contraction properties).

1) The family (gα)α>0 is a sub-Markovian resolvent acting on Fb(S) or F+(S) respectively, i.e., the
following properties hold for any α, β > 0:

(i) Resolvent equation: gα − gβ = (β − α)gαgβ ,

(ii) Positivity preserving: f ≥ 0⇒ gα f ≥ 0,

(iii) αgα1 ≤ 1.

2) Contractivity w.r.t. the supremum norm: For every α > 0,

‖αgα f ‖sup ≤ ‖ f ‖sup for all f ∈ Fb(S).

3) Contractivity w.r.t. Lp norms: If µ ∈ M+(S) is sub-invariant w.r.t. (pt ) then

‖αgα f ‖Lp (S,µ) ≤ ‖ f ‖Lp (S,µ) for any α > 0, p ∈ [1,∞], and f ∈ Lp(S, µ).

Proof. 1) By Fubini’s Theorem and the semigroup property,

gαgβ f =
ˆ ∞

0

ˆ ∞
0

e−αte−βspt+s f ds dt

=

ˆ ∞
0

ˆ u

0
e(β−α)tdt e−βupu f du

=
1

β − α
(gα f − gβ f )

for any α, β > 0 and f ∈ Fb(S). This proves (i). (ii) and (iii) follow easily from the corresponding
properties for the semigroup (pt ).

2),3) Let ‖ · ‖ be either the supremum norm or an Lp norm. Then contractivity of (pt )t≥0 w.r.t. ‖ · ‖ implies
that also (αgα) is contractive w.r.t. ‖ · ‖:

‖αgα f ‖ ≤
ˆ ∞

0
αe−αt ‖pt f ‖dt ≤

ˆ ∞
0

αe−αtdt ‖ f ‖ = ‖ f ‖ for any α > 0.
�

The lemma shows that (gα)α>0 induces contraction resolvents of linear operators Gα on the Banach spaces
Fb(S),Cb(S) if the semigroup (pt ) is Feller, Ĉ(S) if (pt ) is Feller in the classical sense, and Lp(S, µ) if µ
is sub-invariant for (pt ). Furthermore, the resolvent equation implies that the range of the operators Gα is
independent of α:

Range(Gα) = Range(Gβ) for any α, β ∈ (0,∞). (4.3)

This property will be important below.

Strong continuity and generator

We now assume that (Pt )t≥0 is a semigroup of linear contractions on a Banach space E . Our goal is to define
the infinitesimal generator L of (Pt ) by L f = limt↓0

1
t (Pt f − f ) for a classD of elements f ∈ E that forms a

dense linear subspace of E . Obviously, this can only be possible if limt↓0 ‖Pt f − f ‖ = 0 for all f ∈ D, and
hence, by contractivity of the operators Pt , for all f ∈ E . A semigroup with this property is called strongly
continuous.
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Definition 4.5 (C0 semigroup, Generator).

1) A semigroup (Pt )t≥0 of linear operators on the Banach space E is called strongly continuous (C0)

iff P0 = I and
‖Pt f − f ‖ → 0 as t ↓ 0 for any f ∈ E .

2) The generator of (Pt )t≥0 is the linear operator (L,Dom(L)) given by

L f = lim
t↓0

Pt f − f
t

, Dom(L) =
{

f ∈ E : lim
t↓0

Pt f − f
t

exists
}
.

Here the limits are taken w.r.t. the norm on the Banach space E .

Remark (Strong continuity and domain of the generator). Acontraction semigroup (Pt ) is always strongly
continuous on the closure of the domain of its generator. Indeed, Pt f → f as t ↓ 0 for any f ∈ Dom(L),
and hence for any f ∈ Dom(L) by an ε/3 - argument. If the domain of the generator is dense in E then (Pt )

is strongly continuous on E . Conversely, Theorem 4.9 below shows that the generator of a C0 contraction
semigroup is densely defined.

We have remarked above that a sub-Markov transition function (pt )t≥0 on (S,B) induces a contraction
semigroup (Pt )t≥0 on the Banach spaceFb(S). In general, however, this semigroup is not strongly continuous.
To obtain strong continuity, we have to restrict to an appropriate closed subspace E ⊆ Fb(S) that is preserved
by the semigroup. The maximal subspace we can choose is

E :=
{

f ∈ Fb(S) : lim
t↓0
‖Pt f − f ‖sup = 0

}
. (4.4)

Theorem 4.6 (Strong continuity of transition functions). The space E defined by (4.4) is a Banach
space, and (Pt )t≥0 is a strongly continuous contraction semigroup on E .

Proof. We first note that E is a closed subspace of Fb(S), and hence a Banach space. Indeed, let ( fn)n∈N be
a sequence of functions in E that converges uniformly to a function f ∈ Fb(S). Noting that

‖Pt f − f ‖sup ≤ ‖Pt ( f − fn)‖sup + ‖Pt fn − fn‖sup + ‖ fn − f ‖sup,

and Pt is a contraction for every t, we see by an ε/3 argument that f is in E .
Since (Pt ) is strongly continuous on E by definition, it now only remains to verify that Pt (E) ⊆ E for

every t ≥ 0. This is the case, as for every f ∈ E ,

‖PsPt f − Pt f ‖sup = ‖Pt (Ps f − f )‖sup ≤ ‖Ps f − f ‖sup −→ 0

in the limit as s ↓ 0. �

The generator (L,Dom(L)) of the semigroup (Pt )t≥0 on the Banach space E can be seen as a “full
generator” on bounded functions for a Markov process with transition function (pt ). For practical purposes,
however, it is not always feasible to look at the semigroup on E and its generator, since the space E might be
too large. If the transition kernels pt are Feller, then it is often convenient to consider instead the semigroup
restricted to the space of continuous functions vanishing at infinity, see Section 4.4 below. Alternatively,
if we know a sub-invariant measure, we can also consider the induced semigroup and its generator on Lp

spaces.
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Exercise (Strong continuity of transition semigroups of Markov processes on Lp spaces). Suppose
that (pt )t≥0 is the transition function of a right-continuous, time homogeneousMarkov process ((Xt )t≥0, (Px)x∈S),
and µ ∈ M+(S) is a sub-invariant measure.

a) Show that for every f ∈ Cb(S) and x ∈ S,

(pt f )(x) → f (x) as t ↓ 0.

b) Now let f be a non-negative function in Cb(S) ∩ L1(S, µ) and p ∈ [1,∞). Show that as t ↓ 0,ˆ
|pt f − f |dµ → 0 , and hence pt f → f in Lp(S, µ).

Hint: You may use that |x | = x − 2x−.

c) Conclude that (pt ) induces a strongly continuous contraction semigroup of linear operators on
Lp(S, µ) for every p ∈ [1,∞).

We now return to the general setup of C0 contraction semigroups on Banach spaces.

Theorem 4.7 (Forward and backward equation). Suppose that (Pt )t≥0 is a C0 contraction semigroup
with generator L. Then t 7→ Pt f is continuous for any f ∈ E . Moreover, if f ∈ Dom(L) then
Pt f ∈ Dom(L) for all t ≥ 0, and

d
dt

Pt f = PtL f = LPt f ,

where the derivative is a limit of difference quotients on the Banach space E .

The first statement explains why right continuity of t 7→ Pt f at t = 0 for any f ∈ E is called strong
continuity: For contraction semigroups, this property is indeed equivalent to continuity of t 7→ Pt f for
t ∈ [0,∞) w.r.t. the norm on E .

Proof. 1) Continuity of t 7→ Pt f follows from the semigroup property, strong continuity and contractiv-
ity: For any t > 0,

‖Pt+h f − Pt f ‖ = ‖Pt (Ph f − f )‖ ≤ ‖Ph f − f ‖ → 0 as h ↓ 0,

and, similarly, for any t > 0,

‖Pt−h f − Pt f ‖ = ‖Pt−h( f − Ph f )‖ ≤ ‖ f − Ph f ‖ → 0 as h ↓ 0.

2) Similarly, the forward equation d
dt Pt f = PtL f follows from the semigroup property, contractivity,

strong continuity and the definition of the generator: For any f ∈ Dom(L) and t ≥ 0,
1
h
(Pt+h f − Pt f ) = Pt

Ph f − f
h

→ PtL f as h ↓ 0,

and, for t > 0,
1
−h
(Pt−h f − Pt f ) = Pt−h

Ph f − f
h

→ PtL f as h ↓ 0

by strong continuity.

3) Finally, the backward equation d
dt Pt f = LPt f is a consequence of the forward equation: For f ∈

Dom(L) and t ≥ 0,
PhPt f − Pt f

h
=

1
h
(Pt+h f − Pt f ) → PtL f as h ↓ 0.

Hence Pt f is in the domain of the generator, and LPt f = PtL f = d
dt Pt f . �
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Corollary 4.8 (From generator to martingale problem). Suppose that ((Xt )t≥0,P) is a right continuous
time homogeneous Markov process with transition function (pt )t≥0. Then ((Xt )t≥0,P) is a solution of
the martingale problem for the generator (L,Dom(L)) of the C0 contraction semigroup (Pt )t≥0 which is
induced by the transition function on the Banach space E defined by (4.4).

Proof. By Fubini’s Theorem, the Markov property and the forward equation for (Pt ),

E
[

f (Xt+h) − f (Xt ) −

ˆ h

0
(L f )(Xt+s) ds

����F X
t

]
=

(
Ph f − f −

ˆ h

0
PsL f ds

)
(Xt ) = 0

holds almost surely for every t, h ≥ 0 and every f ∈ Dom(L). �

One-to-one correspondences

Our next goal is to establish a 1-1 correspondence between C0 contraction semigroups, generators and
resolvents. Suppose that (Pt )t≥0 is a strongly continuous contraction semigroup on a Banach space E with
generator (L,Dom(L)). By Theorem 4.7, t 7→ Pt f is a continuous function. Therefore, a corresponding
resolvent can be defined as an E-valued Riemann integral:

Gα f =
ˆ ∞

0
e−αtPt f dt for any α > 0 and f ∈ E . (4.5)

Exercise (Strongly continuous contraction resolvent). Prove that the linear operators Gα, α ∈ (0,∞),
defined by (4.5) form a strongly continuous contraction resolvent, i.e., for any f ∈ E ,

(i) Gα f − Gβ f = (β − α)GαGβ f for all α, β > 0,

(ii) ‖αGα f ‖ ≤ ‖ f ‖ for all α > 0,

(iii) ‖αGα f − f ‖ → 0 as α→∞.

Theorem 4.9 (Connection between resolvent and generator). For every α > 0, Gα = (αI − L)−1. In
particular, the domain of the generator coincides with the range of Gα, and it is dense in E .

Proof. Let f ∈ E and α ∈ (0,∞). We first show Gα f ∈ Dom(L). Indeed, by strong continuity of (Pt )t≥0,

PtGα f − Gα f
t

=
1
t

(ˆ ∞
0

e−αsPt+s f ds −
ˆ ∞

0
e−αsPs f ds

)
=

eαt − 1
t

ˆ ∞
0

e−αsPs f ds − eαt
1
t

ˆ t

0
e−αsP0 f ds

→ αGα f − f

as t ↓ 0. Hence Gα f is contained in the domain of L, and

LGα f = αGα f − f ,

or, equivalently,
(αI − L)Gα f = f .
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In a similar way it can be shown that for f ∈ Dom(L),

Gα(αI − L) f = f .

The details are left as an exercise. Hence Gα = (αI − L)−1, and, in particular,

Dom(L) = Dom(αI − L) = Range(Gα) for any α > 0.

By strong continuity of the resolvent,

αGα f → f as α→∞ for any f ∈ E,

so the domain of L is dense in E . �

The theorem above establishes a 1-1 correspondence between generators and resolvents. We now want to
include the semigroup: We know how to obtain the generator from the semigroup, but to be able to go back,
we have to show that a C0 contraction semigroup is uniquely determined by its generator. This is one of the
consequences of the following important theorem:

Theorem 4.10 (Duhamel’s perturbation formula). Suppose that (Pt )t≥0 and (P̃t )t≥0 are C0 contraction
semigroups on E with generators L and L̃, and assume that Dom(L) ⊆ Dom(L̃). Then

P̃t f − Pt f =
ˆ t

0
P̃s(L̃ − L)Pt−s f ds for any t ≥ 0 and f ∈ Dom(L). (4.6)

In particular, (Pt )t≥0 is the only C0 contraction semigroup with a generator that extends (L,Dom(L)).

Proof. For 0 ≤ s ≤ t and f ∈ Dom(L) we have

Pt−s f ∈ Dom(L) ⊆ Dom(L̃)

by Theorem 4.7. By combining the forward and backward equation in Theorem 4.7 we can then show that

d
ds

P̃sPt−s f = P̃s L̃Pt−s f − P̃sLPt−s f = P̃s(L̃ − L)Pt−s f ,

where the derivative is taken in the Banach space E . The identity (4.6) now follows by the fundamental
theorem of calculus for Banach-space valued functions, see for example [33].
In particular, if the generator of P̃t is an extension of L then (4.6) implies that Pt f = P̃t f for any t ≥ 0

and f ∈ Dom(L). Since Pt and P̃t are contractions, and the domain of L is dense in E by Theorem 4.9, this
implies that the semigroups (Pt ) and (P̃t ) coincide. �

The last theorem shows that a C0 contraction semigroup is uniquely determined if the generator and the
full domain of the generator are known. The semigroup can then be reconstructed from the generator by
solving the Kolmogorov equations. We summarize the correspondences in a diagram:
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(Gα)α>0

(Pt)t≥0

(L,Dom(L))

Laplace

transform

Gα = (αI − L)−1

Lf = d
dtPtf |t=0+K

olm
ogorov

equations

Example (Bounded generators). Suppose that L is a bounded linear operator on E . In particular, this
is the case if L is the generator of a jump process with bounded jump intensities. For bounded linear
operators, the semigroup can be obtained directly as an operator exponential

Pt = etL =
∞∑
n=0

(tL)n

n!
= lim

n→∞

(
1 +

tL
n

)n
,

where the series and the limit converge w.r.t. the operator norm. Alternatively,

Pt = lim
n→∞

(
1 −

tL
n

)−n
= lim

n→∞

(n
t

G n
t

)n
.

The last expression makes sense for unbounded generators as well. It tells us how to recover the
semigroup from the resolvent.

Hille-Yosida-Theorem

We conclude this section with an important theoretical result showing which linear operators are generators
of C0 contraction semigroups. The proof will be sketched, cf. e.g. Ethier & Kurtz [19] for a detailed proof.

Theorem 4.11 (Hille, Yosida, Lumer, Phillips). A linear operator (L,Dom(L)) on the Banach space E is
the generator of a strongly continuous contraction semigroup if and only if the following conditions hold:

(i) Dom(L) is dense in E ,

(ii) Range(αI − L) = E for some α > 0 (or, equivalently, for any α > 0),

(iii) L is dissipative, i.e.,

‖α f − L f ‖ ≥ α‖ f ‖ for any α > 0 and f ∈ Dom(L).

Proof. “⇒”: If L generates a C0 contraction semigroup then by Theorem 4.9, (αI − L)−1 = Gα, where
(Gα)α>0 is the corresponding C0 contraction resolvent. In particular, the domain of L is the range of Gα,
and the range of αI − L is the domain of Gα. This shows that properties (i) and (ii) hold. Furthermore, any
f ∈ Dom(L) can be represented as f = Gαg for some g ∈ E . Hence by contractivity of αGα,

α‖ f ‖ = ‖αGαg‖ ≤ ‖g‖ = ‖α f − L f ‖.
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4. Generators, semigroups and continuous-time Markov processes

“⇐”: We only sketch this part of the proof. The key idea is to “regularize” the possibly unbounded linear
operator L via the resolvent. By properties (ii) and (iii), the operator αI − L is invertible for any α > 0, and
the inverse Gα = (αI − L)−1 is one-to-one from E onto the domain of L. Furthermore, it can be shown that
(Gα)α>0 is a C0 contraction resolvent. Therefore, for any f ∈ Dom(L),

L f = lim
α→∞

αGαL f = lim
α→∞

L(α) f

where L(α) is the bounded linear operator defined by

L(α) = αLGα = α
2Gα − αI for α ∈ (0,∞).

Here we have used that L and Gα commute and (αI − L)Gα = I. The approximation by the bounded linear
operators L(α) is called the Yosida approximation of L. One verifies now that for every α > 0, the operator
exponentials

P(α)t = etL
(α)
=

∞∑
n=0

1
n!

(
tL(α)

)n
, t ∈ [0,∞),

form a C0 contraction semigroup with generator L(α). Moreover, since for f ∈ Dom(L),
(
L(α) f

)
α∈N is

a Cauchy sequence, Duhamel’s formula (4.6) shows that also
(
P(α)t f

)
α∈N

is a Cauchy sequence for every
t ≥ 0. We can hence define

Pt f = lim
α→∞

P(α)t f for any t ≥ 0 and f ∈ Dom(L). (4.7)

Since P(α)t is a contraction for every t and α, Pt is a contraction, too. Since the domain of L is dense in E
by Assumption (i), each Pt can be extended to a linear contraction on E , and (4.7) extends to f ∈ E . Now it
can be verified that the limiting operators Pt form a C0 contraction semigroup with generator L. �

Exercise (Semigroups generated by self-adjoint operators on Hilbert spaces). Show that if E is a
Hilbert space (for example an L2 space) with norm ‖ f ‖ = ( f , f )1/2, and L is a self-adjoint linear
operator, i.e.,

(L,Dom(L)) = (L∗,Dom(L∗)),

then L is the generator of a C0 contraction semigroup on E if and only if L is negative definite, i.e.,

( f , L f ) ≤ 0 for any f ∈ Dom(L).

In this case, the C0 semigroup generated by L is given by

Pt = etL,

where the exponential is defined by spectral theory, see e.g. Reed&Simon [45, 46].

4.2. From the martingale problem to the generator

In the last section we have seen that there is a one-to-one correspondence between strongly continuous
contraction semigroups on Banach spaces and their generators. The connection to Markov processes can
be made via the martingale problem. Now suppose that we are given a right-continuous time-homogeneous
Markov process ((Xt )t∈[0,∞), (Px)x∈S)) with state space (S,B) and transition semigroup (pt )t≥0. We assume
that either E is a closed linear subspace of Fb(S) endowed with the supremum norm such that

(A1) pt (E) ⊆ E for any t ≥ 0, and

(A2) µ, ν ∈ P(S) with
´

f dµ =
´

f dν ∀ f ∈ E ⇒ µ = ν,

or E = Lp(S, µ) for some p ∈ [1,∞) and a (pt )-sub-invariant measure µ ∈ M+(S).
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From martingale problems to strongly continuous semigroups

In many situations it is known that for every x ∈ S, the process ((Xt )t≥0,Px) solves the martingale problem
for some linear operator defined on “nice” functions on S. Hence let A ⊂ E be a dense linear subspace of
the Banach space E , and let

L : A ⊂ E → E

be a linear operator.

Theorem 4.12 (From the martingale problem to C0 semigroups). Suppose that for every x ∈ S and
f ∈ A, the random variables f (Xt ) and (L f )(Xt ) are integrable w.r.t. Px for all t ≥ 0, and the process

M f
t = f (Xt ) −

ˆ t

0
(L f )(Xs)ds

is an (F X
t ) martingale w.r.t. Px . Then the transition function (pt )t≥0 induces a strongly continuous

contraction semigroup (Pt )t≥0 of linear operators on E , and the generator (L,Dom(L)) of (Pt )t≥0 is an
extension of (L,A).

Remark (Processes with finite life-time). For Markov processes with finite life-time, the statement of The-
orem 4.12 is still valid if functions f : S → R are extended trivially to S ∪ {∆} by setting f (∆) := 0. This
convention is always tacitly assumed below.

Proof. The martingale property for M f w.r.t. Px implies that the transition function (pt ) satisfies the forward
equation. Indeed, for any t ≥ 0, x ∈ S and f ∈ A,

(pt f )(x) − f (x) = Ex[ f (Xt ) − f (X0)] = Ex

[ˆ t

0
(L f )(Xs) ds

]
=

ˆ t

0
Ex[(L f )(Xs)] ds =

ˆ t

0
(psL f )(x) ds. (4.8)

By the assumptions above and by Lemma 4.2, pt is contractive w.r.t. the norm on E for any t ≥ 0. Therefore,
by (4.8),

‖pt f − f ‖E ≤
ˆ t

0
‖psL f ‖E ds ≤ t‖L f ‖E → 0 as t ↓ 0

for any f ∈ A. Since A is a dense linear subspace of E , an ε/3 argument shows that the contraction
semigroup (Pt ) induced by (pt ) on E is strongly continuous. Furthermore, (4.8) implies that for any f ∈ A,



 pt f − f

t
− L f






E

≤
1
t

ˆ t

0
‖psL f − L f ‖E ds → 0 as t ↓ 0. (4.9)

Here we have used that lim
s↓0

psL f = L f by the strong continuity. By (4.9), the functions inA are contained

in the domain of the generator L of (Pt ), and L f = L f for any f ∈ A. �

Identification of the generator and its domain

We now assume that L is the generator of a strongly continuous contraction semigroup (Pt )t≥0 on E , and
that (L,Dom(L)) is an extension of (L,A). We have seen above that this is what can usually be deduced
from knowing that the Markov process solves the corresponding martingale problem for every initial value
x ∈ S. The next important question is whether the generator L and (hence) theC0 semigroup (Pt ) are already
uniquely determined by the fact that L extends (L,A). In general the answer is negative - even thoughA is
a dense subspace of E!
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4. Generators, semigroups and continuous-time Markov processes

Exercise (Brownian motion with reflection and Brownian motion with killing). Suppose that S =
[0,∞) or S = (0,∞), and let E = L2(S, dx). We consider the linear operator L = 1

2
d2

dx2 with dense
domainA = C∞0 (0,∞) ⊂ L2(S, dx). Let ((Bt )t≥0, (Px)x∈R) be a canonical Brownian motion on R. Then
we can construct several Markov processes on S which induce C0 contraction semigroups on E with
generators that extends (L,A). In particular:

• Brownian motion on R+ with reflection at 0 is defined on S = [0,∞) by

Xr
t = |Bt | for any t ≥ 0. (4.10)

• Brownian motion on R+ with killing at 0 is defined on S∆ = (0,∞) ∪ {∆} by

Xk
t =

{
Bt for t < TB

0 ,
∆ for t ≥ TB

0 ,
where TB

0 = inf{t ≥ 0 : Bt = 0}. (4.11)

Prove that both (Xr
t ,Px) and (Xk

t ,Px) are right-continuous Markov processes that induce C0 con-
traction semigroups on E = L2(R+, dx). Moreover, show that both generators extend the operator
( 12

d2

dx2 ,C∞0 (0,∞)). In which sense do the generators differ from each other?

The exercise shows that it is not always enough to know the generator on a dense subspace of the
corresponding Banach space E . Instead, what is really required for identifying the generator L, is to know
its values on a subspace that is dense in the domain of L w.r.t. the graph norm

‖ f ‖L := ‖ f ‖E + ‖L f ‖E .

Definition 4.13 (Closability and closure of linear operators).

1) A linear operator (L, Dom(L)) on E is called closed iff Dom(L) is complete w.r.t. the graph norm
‖ · ‖L .

2) The linear operator (L,A) is called closable iff it has a closed extension.

3) In this case, the smallest closed extension (L, Dom(L)) is called the closure of (L,A). It is given
explicitly by

Dom(L) = completion of A w.r.t. the graph norm ‖ · ‖L,
L f = lim

n→∞
L fn for any sequence ( fn)n∈N in A such that fn → f in E (4.12)

and (L fn)n∈N is a Cauchy sequence.

The operator (L,A) is closable if and only if L fn → 0 for every sequence fn ∈ A such that fn → 0 and
L fn is Cauchy. In this case, the closure is well-defined, i.e., the definition of L f does not depend on the
choice of the approximating sequence ( fn). Moreover, it is easy to verify that the extension defined by (4.12)
is indeed the smallest closed extension of (L,A). Since the graph norm is stronger than the norm on E , the
domain of the closure is a linear subspace of E . The graph of the closure is exactly the closure of the graph
of the original operator in E × E .

Example (Generator of heat semigroup on Lp(R, dx)). For p ∈ [1,∞), the domain of the closure of
the operator L f = f ′′/2 with domain A = C∞0 (R) on the Banach space Lp(R, dx) is the Sobolev space
H2,p(R, dx).
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4.2. From the martingale problem to the generator

Generators (L,Dom(L)) of C0 contraction semigroups are always closed. Indeed, by Theorem 4.9, αI − L
is the inverse of the resolvent Gα. Since the resolvent is a bounded linear operator that is defined on the
whole Banach space, it is closed. Thus the graph of the resolvent is a closed subset of E × E , and hence the
same holds for the graph of αI − L. This shows that (αI − L,Dom(L)) and (L,Dom(L)) are closed linear
operators. There are operators that are not closable, but in the setup considered above we already know that
there is a closed extension of (L,A) given by the generator (L,Dom(L)).

Definition 4.14 (Operator core). Suppose that L is a linear operator on E withA ⊆ Dom(L). ThenA is
called a core for L iff A is dense in Dom(L) w.r.t. the graph norm ‖ · ‖L .

The subspaceA ⊆ Dom(L) is a core for L if and only if (L,Dom(L)) is the closure of (L,A). In this case,
for all f ∈ E and t, α ∈ (0,∞), the functions Pt f and Gα f are contained in the completion AL of A w.r.t.
the graph norm ‖ · ‖L . The next theorem contains a converse statement that provides practical conditions
to verify that a given subspace A of the domain is a core, and it shows that in this case, the semigroup is
uniquely determined by the values of the generator on this subspace.

Theorem 4.15 (Strong uniqueness). Suppose that A is a dense linear subspace of the domain of the
generator L with respect to the norm ‖ · ‖E . Then the following statements are equivalent:

(i) A is a core for L.

(ii) There exists a dense linear subspace A0 of E such that for every t ∈ (0,∞) and every f ∈ A0, Pt f
is contained in the completion AL of A w.r.t. the graph norm ‖ · ‖L .

(iii) There exist α > 0 and a dense linear subspaceA0 of E such that for every f ∈ A0, Gα f is contained
in AL .

(iv) There exists α > 0 such that (αI − L)
(
A

L
)
= E .

If the equivalent assertions (i)-(iv) are satisfied, then

(v) (Pt )t≥0 is the only strongly continuous contraction semigroup on E with a generator that extends
(L,A).

Proof. (i)⇒ (ii) holds since by Theorem 4.7, for any t > 0 and f ∈ Dom(L), Pt f is contained in the domain
of L.
(ii) ⇒ (iii): Let f ∈ A0 and choose an arbitrary α ∈ (0,∞). Approximating the Bochner integrals by
Riemann sums shows that

Gα f =

ˆ ∞
0

e−αtPt f dt = lim
n→∞

gn, and

LGα f =

ˆ ∞
0

e−αtPtL f dt = lim
n→∞

Lgn, where

gn :=
n2∑
k=0

1
n

e−αk/nPk/n f .

Hence gn converges to Gα f w.r.t. the graph norm of L. If (ii) holds then gn is contained in AL for every
n ∈ N, and hence Gα f is in AL as well.
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(iii)⇒ (iv): If (iii) holds then for all f ∈ A0, we have

f = (aI − L)Gα f ∈ (αI − L)(A
L
).

Since (L,AL
) is a closed linear operator, we can conclude that (αI − L)(A

L
) is a closed linear subspace of

E that contains A0, and thus (αI − L)(A
L
) = E .

(iv)⇒ (i) and (v): Since (L,Dom(L)) is the generator of a C0 contraction semigroup (Pt ), it a dissipative
linear operator that extends (L,AL

). Hence this operator is dissipative as well, and the Hille-Yosida theorem
4.9 implies that it also generates a C0 contraction semigroup if (iv) is satisfied. By Theorem 4.10, both
semigroups and their generators coincide, because the generator (L,Dom(L)) is an extension of the other
generator (L,AL

). ThusAL
= Dom(L). More generally, suppose that (P̃)t≥0 is an arbitrary C0 contraction

semigroup with a generator L̃ extending (L,A). Then L̃ is also an extension of L, because it is a closed
linear operator by Theorem 4.9. Hence, by the same argument as above, we see that (P̃t ) and (Pt ) agree. �

Generators and boundary conditions

We now consider some examples of generators and their domains. At first, we apply Theorem 4.15 to identify
exactly the domain of the generator of Brownianmotion onRn. The transition semigroup of Brownianmotion
is the heat semigroup given by

(pt f )(x) = ( f ∗ ϕt )(x) =
ˆ
Rn

f (y) ϕt (x − y) dy for any t ≥ 0,

where ϕt (x) = (2πt)−n/2 exp
(
−|x |2/(2t)

)
.

Corollary 4.16 (Generator of Brownian motion). The transition function (pt )t≥0 of Brownian motion
induces strongly continuous contraction semigroups on Ĉ(Rn) and on Lp(Rn, dx) for every p ∈ [1,∞). The
generators of these semigroups are given by

L =
1
2
∆ , Dom(L) = C∞0 (R

n)
∆
,

whereC∞0 (R
n)
∆
stands for the completion ofC∞0 (R

n)w.r.t. the graph normof the Laplacian on the underlying
Banach space Ĉ(Rn), Lp(Rn, dx) respectively. In particular, the domain of L contains all C2 functions with
derivatives up to second order in Ĉ(Rn), Lp(Rn, dx), respectively.

Proof. By Itô’s formula or by direct computation, Brownian motion (Bt,Px) solves the martingale problem
for the operator 1

2∆ with domain C∞0 (R
n). Moreover, pt (Ĉ(S)) ⊆ Ĉ(S) holds for any t ≥ 0, and Lebesgue

measure is invariant for the transition kernels pt , since by Fubini’s theorem,ˆ
Rn

pt f dx =
ˆ
Rn

ˆ
Rn
ϕt (x − y) f (y) dy dx =

ˆ
Rn

f (y) dy for any f ∈ F+(Rn).

Hence byTheorem4.12, (pt )t≥0 inducesC0 contraction semigroups on Ĉ(S) and on Lp(Rn, dx) for p ∈ [1,∞),
and the generators are extensions of

(
1
2∆,C

∞
0 (R

n)

)
.

Moreover, a standard approximation argument shows that the completions C∞0 (R
n)
∆
w.r.t. the graph norms

contain all functions in C2(Rn) with derivatives up to second order in Ĉ(Rn), Lp(Rn, dx), respectively.
Therefore, pt f = f ∗ ϕt is contained in C∞0 (R

n)
∆
for any f ∈ C∞0 (R

n) and t ≥ 0. Hence, by Theorem 4.15,
the generators on Ĉ(S) and Lp(Rn, dx) coincide with the closures of

(
1
2∆,C

∞
0 (R

n)

)
. �
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4.2. From the martingale problem to the generator

Example (Generator of Brownian motion on R). In the one-dimensional case, the generators on Lp(R, dx)
and on Ĉ(R) are given explicitly by

L f =
1
2

f ′′, Dom(L) =
{

f ∈ Lp(R, dx) ∩ C1(R) : f ′ absolutely continuous, f ′′ ∈ Lp(R, dx)
}
, (4.13)

L f =
1
2

f ′′, Dom(L) =
{

f ∈ Ĉ(R) ∩ C2(R) : f ′′ ∈ Ĉ(R)
}
, respectively. (4.14)

Example (Domain of generator in multi-dimensional case, Sobolev spaces). In dimensions n ≥ 2,
the domains of the generators contain functions that are not twice differentiable in the classical sense. The
domain of the Lp generator is the Sobolev space H2,p(Rn, dx) consisting of weakly twice differentiable
functions with derivatives up to second order in Lp(Rn, dx), see e.g. [20].

Next, we consider Brownian motion on R+ with different boundary conditions at 0. For a function
f : [0,∞) → R, we denote by f̃ (x) := f (|x |) and f̂ (x) := f (|x |) sgn(x) its symmetric and antisymmetric
extension to R. Note that the transition semigroup (prt ) of Brownian motion with reflection at 0 is given by

(prt f )(x) = Ex [ f (|Bt |)] = Ex

[
f̃ (Bt )

]
= (pt f̃ )(x) (4.15)

for any x ∈ [0,∞) and f ∈ Fb([0,∞)). Here, (pt ) denotes the transition semigroup of Brownian motion
on R. Similarly, the strong Markov property shows that the transition semigroup of Brownian motion with
killing at 0 is given by

(pkt f )(x) = Ex [ f (Bt ); t < T0] = Ex

[
f̂ (Bt ); t < T0

]
= Ex

[
f̂ (Bt )

]
= (pt f̂ )(x). (4.16)

In particular, the functions in the range of prt are restrictions of smooth symmetric functions on R to [0,∞),
and thus their first derivative at 0 vanishes. Correspondingly, the functions in the range of pkt are restrictions
of smooth antisymmetric functions on R, and thus at 0, both the functions and their second derivatives
vanish. Since prt f and pkt f take values in the domains of the corresponding generators, we can expect that
these domains also consist of functions with corresponding properties.

Corollary 4.17 (Lp generators of Brownian motions with reflection and killing at 0). For every p ∈
[1,∞), the following domains are cores for the generators Lr and Lk of Brownian motion with reflec-
tion and killing at 0 on the Banach space Lp(R+, dx):

Ar =
{

f ∈ C2
0 ([0,∞) : f ′(0) = 0

}
,

Ak =
{

f ∈ C2
0 ([0,∞) : f (0) = 0

}
.

The generators are determined by Lr f = f ′′/2 for all f ∈ Ar , and Lk f = f ′′/2 for all f ∈ Ak .

Proof. We first show Ar ⊆ Dom(Lr ). Let f ∈ Ar . Since f ′(0) = 0, the symmetric extension f̃ is
contained in C1

0 (R). Moreover, the derivative f̃ ′ is continuously differentiable except possibly at 0, where
it is continuous. Therefore, f̃ is contained in the Sobolev space H2,p(R, dx), which is the domain of the
generator L of Brownian motion on Lp(R, dx). Now, (4.15) implies that f is contained in the domain of Lr ,
and

Lr f = (L f̃ )
���
R+
=

1
2

f ′′.

To verify that Ar is a core for Lr , we observe that by (4.15), for every f ∈ Lp(R, dx), prt f is C2 on [0,∞)
with (prt f )′(0) = 0, and its derivatives up to order 2 are in Lp(R+, dx). Therefore, it can be approximated by
functions in Ar w.r.t. the graph norm of Lr . Therefore, by Theorem 4.15, Ar is indeed a core for Lr . The
corresponding statement for Lk follows similarly from (4.16). �
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4. Generators, semigroups and continuous-time Markov processes

One might expect a similar description for the generators of Brownian motion on spaces of continuous
functions. This turns out to be true for the generator of reflected Brownian motion, but in the case of
Brownian motion with killing a subtle difference occurs.

Remark (Feller generators of Brownian motions with reflection and killing at 0). By similar arguments
as above, Brownian motion with reflection at 0 induces a C0 contraction semigroup on the Banach space
E = Ĉ([0,∞)) with generator given by

Lr f = f ′′/2, Dom(Lr ) =
{

f ∈ C2([0,∞)) ∩ E : f ′(0) = 0, f ′′ ∈ E
}
.

On the contrary, Brownian motion with killing at 0 does not induce a C0 contraction semigroup on E ,
because it can not be started at 0 without loosing right continuity. Instead, it does induce a C0 contraction
semigroup on the Banach space E0 = Ĉ((0,∞)) consisting of continuous functions vanishing both at 0 and
at∞. The generator on this Banach space is given by

Lk f = f ′′/2, Dom(Lk) =
{

f ∈ C2((0,∞)) ∩ E0 : f ′′ ∈ E0
}
.

Note that the functions in the domain of Lk satisfy the additional boundary condition f ′′(0) = 0, whereas
the boundary condition f (0) = 0 is automatically satisfied for all functions in the Banach space E0.

Exercise (Brownian motion with absorption at 0). Brownianmotionwith absorption at 0 is theMarkov
process with state space S = [0,∞) defined by Xt = Bt∧T0 where (Bt,Px) is a Brownian motion on R. On
which Banach spaces does this process induce C0 contraction semigroups? Identify the corresponding
generators!

4.3. From infinitesimal information to finite time properties

The infinitesimal behaviour of a time homogeneous Markov process is encoded in its generator. Often, we
want to deduce properties of the Markov process from this infinitesimal information. In general, this requires
knowing the generator on a core. In this section we prove an infinitesimal characterization of invariant
probability measures, and we show that the solution of a martingale problem is uniquely determined by the
values of the generator on an operator core. Infinitesimal characterizations of long-time stability properties
of Markov processes will be studied later in Chapter 9 below.
Throughout this section, we assume that E is a closed linear subspace of Fb(S) satisfying (A2). Let L be

the generator of a strongly continuous contraction semigroup (Pt )t≥0 on E , and let A be a linear subspace
of the domain of L.

Characterization of invariant probability measures

A probability measure µ on (S,B) is called invariant for the semigroup (Pt ) if and only ifˆ
Pt f dµ =

ˆ
f dµ for all t ∈ [0,∞) and f ∈ E . (4.17)

Note that by (A2), this definition is consistent with our usual definition of invariant probability measures
for Markov processes. Indeed, if (Pt ) is induced by the transition semigroup (pt ) of a time homogeneous
Markov process then (4.17) holds if and only if µ = µpt for every t ≥ 0.

Theorem 4.18 (Infinitesimal characterization of invariant probility measures). A probability mea-
sure µ is invariant for (Pt ) if and only if there exists a core A of the generator L such that

ˆ
L f dµ = 0 for all f ∈ A. (4.18)
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Proof. If µ is invariant for (Pt ) then for every f ∈ E and t > 0,ˆ
Pt f − f

t
dµ = 0.

For f ∈ Dom(L), the difference quotient converges uniformly to L f as t ↓ 0, and hence (4.18) holds.
Conversely, if A is a core for L then for every f ∈ Dom(L), there exists a sequence fn ∈ A such that

L fn → L f uniformly. Thus if (4.18) holds then
´

L f dµ = 0 for all f ∈ Dom(L). The backward equation
thus implies

d
dt

ˆ
Pt f dµ =

ˆ
LPt f dµ = 0,

and thus
´

Pt f dµ =
´

f dµ for all f ∈ Dom(L). This implies invariance of µ since the domain of the
generator is dense in E w.r.t. the supremum norm. �

Example (Brownian motion with absorption at the boundary). A Brownian motion on the interval
[0,1] that is absorbed when reaching the boundary is defined by Xt = Bt∧T where (Bt,Px) is a Brownian
motion on R starting at x ∈ [0,1], and

T = inf{t ≥ 0 : Bt ∈ {0,1}}.

The process (Xt,Px) is aMarkov process with continuous paths that solves the martingale problem for the
operator L = 1

2
d2

dx2 with domain A = C∞0 ((0,1)). The uniform distribution µ on [0,1] is infinitesimally
invariant in the sense thatˆ

L f dµ =
1
2

ˆ 1

0
f ′′(x) dx = 0 for any f ∈ C∞0 ((0,1)).

Nevertheless, µ is not invariant for the corresponding transition function (pt ) as Pµ-almost surely,
Xt ∈ {0,1} eventually.

The example shows that the assumption thatA is a core for the generator can not be relaxed easily. Similar
phenomena can arise by boundaries at infinity, singularities, and in other ways.

Exercise (Infinitesimal characterization of invariant measures - Another counterexample). Consider
the minimal time-homogeneous Markov jump process (Xt,Px) with state space Z and generator L =
λ (π − I), where

λ(x) = 1 + x2 and π(x, ·) = δx+1 for all x ∈ Z.

a) Show that the probability measure µ with weights µ(x) ∝ 1/(1 + x2) is infinitesimally invariant
in the sense that

(µL)(y) = 0 for all y ∈ Z.

b) Show that nevertheless, µ is not an invariant measure for the transition semigroup (pt ) of the
process.

Uniqueness of martingale problems

The next theorem shows that a solution to the martingale problem for (L,A) with given initial distribution
is unique if A is a core for L.

Theorem 4.19 (Markov property and uniqueness for solutions of martingale problem). Suppose that
A is a core for L. Then any solution ((Xt )t≥0,P) of the martingale problem for (L,A) is a Markov process
with transition function determined uniquely by

pt f = Pt f for any t ≥ 0 and f ∈ E . (4.19)

In particular, all right-continuous solutions of the martingale problem for (L,A) with given initial distri-
bution µ ∈ P(S) coincide in law.
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4. Generators, semigroups and continuous-time Markov processes

Proof. We only sketch the main steps in the proof. For a detailed proof see Ethier and Kurtz [19, Chapter
4, Theorem 4.1].

Step 1: If the process (Xt,P) solves the martingale problem for (L,A) then an approximation based on the
assumption that A is dense in Dom(L) w.r.t. the graph norm shows that (Xt,P) also solves the
martingale problem for (L,Dom(L)). Therefore, we may assume w.l.o.g. that A = Dom(L).

Step 2: Extendedmartingale problem. The fact that (Xt,P) solves the martingale problem for (L,A) implies
that the process

M [ f ,α]t := e−αt f (Xt ) +

ˆ t

0
e−αs(α f − L f )(Xs)ds

is a martingale for any α ≥ 0 and f ∈ A. The proof can be carried out directly by Fubini’s Theorem
or via the product rule from Stieltjes calculus. The latter shows that

e−αt f (Xt ) − f (X0) =

ˆ t

0
e−αs(L f − α f )(Xs)ds +

ˆ t

0
e−αsdM [ f ]s

where
´ t

0 e−αsdM [ f ]s is an Itô integral w.r.t. the martingale M f
t = f (Xt ) −

´ t
0 (L f )(Xs)ds, and hence a

martingale, cf. [17].

Step 3: Markov property in resolvent form. Applying the martingale property to the martingales M [ f ,α]

shows that for any s ≥ 0 and g ∈ E ,

E
[ˆ ∞

0
e−αtg(Xs+t )

����F X
s

]
= (Gαg)(Xs) P-a.s. (4.20)

Indeed, let f = Gαg. Then f is contained in the domain of L, and g = α f − L f . Therefore, for
s, t ≥ 0,

0 = E
[

M [ f ,α]s+t − M [ f ,α]s

���F X
s

]
= e−α(s+t)E

[
f (Xs+t )|F

X
s

]
− e−αs f (Xs) + E

[ˆ t

0
e−α(s+r)g(Xs+r )dr

����F X
s

]
holds almost surely. The identity (4.20) follows as t →∞.

Step 4: Markov property in semigroup form. One can now conclude that

E[g(Xs+t )|F
X
s ] = (Ptg)(Xs) P-a.s. (4.21)

holds for any s, t ≥ 0 and g ∈ E . The proof is based on the approximation

Ptg = lim
n→∞

(n
t

G n
t

)n
g

of the semigroup by the resolvent, see the exercise below.

Step 5: Conclusion. By Step 4 and Assumption (A2), the process ((Xt ),P) is a Markov process with transition
semigroup (pt )t≥0 satisfying (4.19). In particular, the transition semigroup and (hence) the law of the
process with given initial distribution are uniquely determined. �
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Exercise (Approximation of semigroups by resolvents). Suppose that (Pt )t≥0 is a Feller semigroup
with resolvent (Gα)α>0. Prove that for any t > 0,n ∈ N and x ∈ S,(n

t
G n

t

)n
g(x) = E

[
PE1+···+En

n t
g(x)

]
where (Ek)k∈N is a sequence of independent exponentially distributed random variables with parameter
1. Hence conclude that (n

t
G n

t

)n
g → Ptg uniformly as n→∞. (4.22)

How could you derive (4.22) more directly when the state space is finite?

Remark (Other uniqueness results for martingale problems). It is often not easy to verify the assumption
thatA is a core for L in Theorem 4.19. Further uniqueness results for martingale problems with assumptions
that may be easier to verify in applications can be found in Stroock/Varadhan [51] and Ethier/Kurtz [19].

Strong Markov property

In Theorem 4.19 we have used the Markov property to establish uniqueness. The next theorem shows con-
versely that under modest additional conditions, the strong Markov property for solutions is a consequence
of uniqueness of martingale problems.

Let D(R+,S) denote the space of all càdlàg (right continuouswith left limits) functions ω : [0,∞) → S. If S
is a polish space thenD(R+,S) is again a polish space w.r.t. the Skorokhod topology, see e.g. Billingsley [3].
Furthermore, the Borel σ-algebra onD(R+,S) is generated by the evaluation maps Xt (ω) = ω(t), t ∈ [0,∞).

Theorem 4.20 (Uniqueness of martingale problem⇒ Strong Markov property). Suppose that the fol-
lowing conditions are satisfied:

(i) A is a linear subspace of Cb(S), and L : A → Fb(S) is a linear operator such that A is separable
w.r.t. ‖ · ‖L .

(ii) For every x ∈ S there is a unique probability measure Px onD(R+,S) such that the canonical process
((Xt )t≥0,Px) solves the martingale problem for (L,A) with initial value X0 = x Px-a.s.

(iii) The map x 7→ Px[A] is measurable for any Borel set A ⊆ D(R+,S).

Then ((Xt )t≥0, (Px)x∈S) is a strong Markov process, i.e.,

Ex

[
F(XT+ ·)|F

X
T

]
= EXT [F] Px-a.s.

for any x ∈ S,F ∈ Fb(D(R+,S)), and any finite (F X
t ) stopping time T .

Remark (Non-uniqueness). If uniqueness does not hold then one can not expect that any solution of a
martingale problem is a Markov process, because different solutions can be combined in a non-Markovian
way (e.g. by switching from one to the other when a certain state is reached).

Proof (Sketch of proof of Theorem 4.20). Fix x ∈ S. Since D(R+,S) is again a polish space there is
a regular version (ω, A) 7→ Qω(A) of the conditional distribution Px[ · |FT ]. Suppose we can prove the
following statement:
Claim: For Px-almost every ω, the process (XT+ ·,Qω) solves the martingale problem for (L,A) w.r.t. the
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4. Generators, semigroups and continuous-time Markov processes

filtration (F X
T+t )t≥0.

Then we are done, because of the martingale problem with initial condition XT (ω) now implies

(XT+ ·,Qω) ∼ (X,PXT (ω)) for Px-a.e. ω,

which is the strong Markov property.

The reason why we can expect the claim to be true is that for any given 0 ≤ s < t, f ∈ A and A ∈ F X
T+s,

EQω

[
f (XT+t ) − f (XT+s) −

ˆ T+t

T+s

(L f )(Xr )dr; A
]

= Ex

[(
M [ f ]T+t − M [ f ]T+s

)
1A

���F X
T

]
(ω)

= Ex

[
Ex

[
M [ f ]T+t − M [ f ]T+s

���F X
T+s

]
1A

���F X
T

]
(ω) = 0

holds for Px-a.e. ω by the optional sampling theorem and the tower property of conditional expectations.
However, this is not yet a proof since the exceptional set depends on s, t, f and A. To turn the sketch into a
proof one has to use the separability assumptions to show that the exceptional set can be chosen independently
of these objects, cf. Stroock and Varadhan [51], Rogers and Williams [48, 49], or Ethier and Kurtz [19]. �

4.4. Feller processes and their generators

In this section we restrict ourselves to Feller processes. These are càdlàg Markov processes with a locally
compact separable state space S whose transition semigroup preserves Ĉ(S). We will establish a one-to-one
correspondence between sub-Markovian C0 semigroups on Ĉ(S), their generators, and Feller processes.
Moreover, we will show that the generator L of a Feller process with continuous paths on Rn acts as a second
order differential operator on functions in C∞0 (R

n) if this is a subspace of the domain of L.

Feller semigroups

We start with a definition:

Definition 4.21 (Feller semigroup). A Feller semigroup is a sub-Markovian C0 semigroup (Pt )t≥0 of
linear operators on Ĉ(S), i.e., a Feller semigroup has the following properties that hold for any f ∈ Ĉ(S):

(i) Strong continuity: ‖Pt f − f ‖sup → 0 as t ↓ 0,

(ii) Sub-Markov: f ≥ 0⇒ Pt f ≥ 0, f ≤ 1⇒ Pt f ≤ 1,

(iii) Semigroup: P0 f = f , PtPs f = Pt+s f for any s, t ≥ 0.

Remark. Property (ii) implies that Pt is a contraction w.r.t. the supremum norm for any t ≥ 0.

Let us now assume again that (pt )t≥0 is the transition function of a right-continuous time homogeneous
Markov process ((Xt )t≥0, (Px)x∈S) defined for any initial value x ∈ S. We have shown above that (pt )
induces contraction semigroups on different Banach spaces consisting of functions (or equivalence classes
of functions) from S to R. The following example shows, however, that these semigroups are not necessarily
strongly continuous:
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Example (Strong continuity of the heat semigroup). Let S = R1. The heat semigroup (pt ) is the
transition semigroup of Brownian motion on S. It is given explicitly by

(pt f )(x) = ( f ∗ ϕt )(x) =
ˆ
R

f (y)ϕt (x − y) dy,

where ϕt (z) = (2πt)−1/2 exp
(
−z2/(2t)

)
is the density of the normal distribution N(0, t). The heat

semigroup induces contraction semigroups on the Banach spaces Fb(R),Cb(R), Ĉ(R) and Lp(R, dx) for
p ∈ [1,∞]. However, the semigroups on Fb(R),Cb(R) and L∞(R, dx) are not strongly continuous.
Indeed, since pt f is a continuous function for any f ∈ Fb(R),

‖pt1(0,1) − 1(0,1)‖∞ ≥
1
2

for any t > 0.

This shows that strong continuity fails on Fb(R) and on L∞(R, dx). To see that (pt ) is not strongly

continuous on Cb(R) either, we may consider the function f (x) =
∞∑
n=1

exp
(
−2n(x − n)2

)
.

It can be verified that lim sup
x→∞

f (x) = 1 whereas for any t > 0, lim
x→∞
(pt f )(x) = 0. Hence ‖pt f − f ‖sup ≥ 1

for any t > 0. Theorem 4.22 below shows that the semigroup induced by (pt ) on the Banach space Ĉ(R)
is strongly continuous.

The example explains why we consider the transition semigroup of a Feller process on the Banach space
Ĉ(S) and not, for instance, on the space of all bounded continuous functions. The next theorem shows that
the transition semigroup of a Feller process on S is always a Feller semigroup:

Theorem 4.22 (Strong continuity of transition functions of Feller processes). Suppose that (pt )t≥0 is
the transition function of a right-continuous time-homogeneous Markov process ((Xt )t≥0, (Px)x∈S) such
that pt

(
Ĉ(S)

)
⊆ Ĉ(S) for any t ≥ 0. Then (pt )t≥0 induces a Feller semigroup (Pt )t≥0 on Ĉ(S). If L denotes

the generator then the process ((Xt ),Px) solves the martingale problem for (L,Dom(L)) for any x ∈ S.

Proof. We prove strong continuity. Filling in the other missing details is left as an exercise. To prove strong
continuity, we proceed in several steps:

1) For f ∈ Ĉ(S), the function t 7→ f (Xt ) is almost surely right continuous and bounded. Therefore, by
dominated convergence, for any x ∈ S,

(pt f )(x) = Ex [ f (Xt )] → Ex [ f (X0)] = f (x) as t ↓ 0. (4.23)

2) Now suppose that f = gαh =
´ ∞

0 e−αspsh ds for some α > 0 and a function h in Ĉ(S). Then for t ≥ 0,

pt f =
ˆ ∞

0
e−αsps+th ds = eαt

ˆ ∞
t

e−αupuh du = eαt f − eαt
ˆ t

0
e−αupuh du,

and hence
‖pt f − f ‖sup ≤ (eαt − 1)‖ f ‖sup + eαt

ˆ t

0
‖puh‖sup du.

Since ‖puh‖sup ≤ ‖h‖sup, the right-hand side converges to 0 as t ↓ 0. Hence strong continuity holds
for functions f in the range of gα.

3) To complete the proof we show by contradiction that gα
(
Ĉ(S)

)
is dense in Ĉ(S) for any fixed α > 0.

The claim then follows once more by an ε/3-argument. Hence suppose that the closure of gα
(
Ĉ(S)

)
does not agree with Ĉ(S). Then there exists a non-trivial finite signed measure µ on (S,B) such that

µ(gαh) = 0 for any h ∈ Ĉ(S),
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cf. e.g. [XXX]. By the resolvent equation, gα
(
Ĉ(S)

)
= gβ

(
Ĉ(S)

)
for any β ∈ (0,∞). Hence we even

have
µ

(
gβh

)
= 0 for any β > 0 and h ∈ Ĉ(S).

Moreover, (4.23) implies that βgβh→ h pointwise as β→∞. Therefore, by dominated convergence,

µ(h) = µ

(
lim
β→∞

βgβh
)
= lim

β→∞
βµ

(
gβh

)
= 0 for any h ∈ Ĉ(S).

This contradicts the fact that µ is a non-trivial measure. �

Existence of Feller processes

In the framework of Feller semigroups, the one-to-one correspondence between generators and semigroups
can be extended to a correspondence between generators, semigroups and canonical Markov processes. Let
Ω = D(R+,S ∪ {∆}), Xt (ω) = ω(t), and A = σ(Xt : t ≥ 0).

Theorem 4.23 (Existence and uniqueness of canonical Feller processes). Suppose that (Pt )t≥0 is a
Feller semigroup on Ĉ(S) with generator L. Then there exist unique probability measures Px (x ∈ S)
on (Ω,A) such that the canonical process ((Xt )t≥0,Px) is a Markov process satisfying Px[X0 = x] = 1 and

Ex[ f (Xt )|F
X
s ] = (Pt−s f )(Xs) Px-almost surely (4.24)

for any x ∈ S,0 ≤ s ≤ t and f ∈ Ĉ(S), where we set f (∆) := 0. Moreover, ((Xt )t≥0,Px) is a solution of the
martingale problem for (L,Dom(L)) for any x ∈ S.

Below, we outline two different proofs for the theorem. Additionally, it can also be shown that
((Xt )t≥0, (Px)x∈S) is a strong Markov process:

Exercise (Strong Markov property for Feller processes). Let ((Xt )t≥0, (Px)x∈S) be a canonical right-
continuous time-homogeneous Markov process on S, and suppose that the transition semigroup satisfies
pt

(
Ĉ(S)

)
⊆ Ĉ(S) for any t ≥ 0. Show that the strong Markov property holds. Hint: Try to mimic the

proof of the strong Markov property for Brownian motion.

Proof (Sketch of proof of Theorem 4.23.). We only mention the main steps in the proof, details can be
found for instance in Rogers and Williams [49].

1) One can show that the sub-Markov property implies that for any t ≥ 0 there exists a sub-probability
kernel pt (x, dy) on (S,B) such that

(Pt f )(x) =
ˆ

pt (x, dy) f (y) for any f ∈ Ĉ(S) and x ∈ S.

By the semigroup property of (Pt )t≥0, the kernels (pt )t≥0 form a transition function on (S,B).

2) Now the Kolmogorov extension theorem shows that for any x ∈ S there is a unique probability
measure P0

x on the product space S[0,∞)
∆

with marginals

Px ◦
(
Xt1,Xt2, . . . ,Xtn

)−1
= pt1(x, dy1)pt2−t1(y1, dy2) . . . ptn−tn−1(yn−1, dyn)

for any n ∈ N and 0 ≤ t1 < t2 < · · · < tn. Note that consistency of the given marginal laws follows
from the semigroup property.
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3) Path regularisation: To obtain a modification of the process with càdlàg sample paths, martingale
theory can be applied. Suppose that f = G1g for some non-negative function g ∈ Ĉ(S). Then

f − L f = g ≥ 0,

and hence the process e−t f (Xt ) is a supermartingale w.r.t. P0
x for any x. The supermartingale conver-

gence theorems now imply that P0
x-almost surely, the limits

lim
s↓t

s∈Q

e−s f (Xs)

exist and define a càdlàg function in t. Applying this simultaneously for all functions g in a countable
dense subset of the non-negative functions in Ĉ(S), one can prove that the process

X̃t = lim
s↓t

s∈Q

Xs (t ∈ R+)

exists P0
x-almost surely and defines a càdlàg modification of ((Xt ),P0

x) for any x ∈ S. We can then
choose Px as the law of (X̃t ) under P0

x .

4) Uniqueness: Finally, the measures Px (x ∈ S) are uniquely determined since the finite-dimensional
marginals are determined by (4.24) and the initial condition. �

We remark that alternatively, it is possible to construct a Feller process as a limit of jump processes, cf.
Ethier and Kurtz [19, Chapter 4, Theorem 5.4]. Indeed, the Yosida approximation

L f = lim
α→∞

αGαL f = lim
α→∞

L(α) f , L(α) f := α(αGα f − f ),

Pt f = lim
α→∞

etL
(α)

f ,

is an approximation of the generator by bounded linear operators L(α) that can be represented in the form

L(α) f = α

ˆ
( f (y) − f (x))αgα(x, dy)

with sub-Markov kernels αgα. For any α ∈ (0,∞), L(α) is the generator of a canonical jump process
((Xt )t≥0, (P

(α)
x )x∈S) with bounded jump intensities. By using that for any f ∈ Dom(L),

L(α) f → L f uniformly as α→∞,

one can prove by similar techniques as in Section 6.2 that the family {P(α)x : α ∈ N} of probability measures
on D(R+,S ∪ {∆}) is tight, i.e., there exists a weakly convergent subsequence. Denoting the limit by Px ,
the canonical process ((Xt ),Px) is a Markov process that solves the martingale problem for the generator
(L,Dom(L)).

Generators of Feller semigroups

It is possible to classify all generators of Feller processes in Rd that contain C∞0 (R
d) in the domain of

their generator. The key observation is that the sub-Markov property of the semigroup implies a maximum
principle for the generator. Indeed, the following variant of the Hille-Yosida theorem holds:
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Theorem 4.24 (Characterization of Feller generators). A linear operator (L,Dom(L)) on Ĉ(S) is the
generator of a Feller semigroup (Pt )t≥0 if and only if the following conditions hold:

(i) Dom(L) is a dense subspace of Ĉ(S).

(ii) Range(αI − L) = Ĉ(S) for some α > 0.

(iii) L satisfies the positivemaximumprinciple: If f is a function in the domain of L and f (x0) = max f
for some x0 ∈ S then (L f )(x0) ≤ 0.

Proof. “⇒” If L is the generator of a Feller semigroup then (i) and (ii) hold by the Hille-Yosida Theorem
4.22. Furthermore, suppose that f ≤ f (x0) for some f ∈ Dom(L) and x0 ∈ S. Then 0 ≤ f +

f (x0)
≤ 1, and

hence by the sub-Markov property, 0 ≤ Pt
f +

f (x0)
≤ 1 for any t ≥ 0. Thus Pt f ≤ Pt f + ≤ f (x0), and

(L f )(x0) = lim
t↓0

(Pt f )(x0) − f (x0)

t
≤ 0.

“⇐” Conversely, if (iii) holds then L is dissipative. Indeed, for any function f ∈ Ĉ(S) there exists x0 ∈ S
such that ‖ f ‖sup = | f (x0)|. Assuming w.l.o.g. f (x0) ≥ 0, we conclude by (iii) that

α‖ f ‖sup ≤ α f (x0) − (L f )(x0) ≤ ‖α f − L f ‖sup for any α > 0.

The Hille-Yosida Theorem 4.22 now shows that L generates a C0 contraction semigroup (Pt )t≥0 on Ĉ(S)
provided (i),(ii) and (iii) are satisfied. It only remains to verify the sub-Markov property. This is done in two
steps:

a) αGα is sub-Markov for any α > 0: 0 ≤ f ≤ 1 ⇒ 0 ≤ αGα f ≤ 1. This follows from the maximum
principle by contradiction. Suppose for instance that g := αGα f ≤ 1, and let x0 ∈ S such that
g(x0) = max g > 1. Then by (iii), (Lg)(x0) ≤ 0, and hence f (x0) =

1
α (αg(x0) − (Lg)(x0)) > 1.

b) Pt is sub-Markov for any t ≥ 0 : 0 ≤ f ≤ 1 ⇒ 0 ≤ Pt f ≤ 1. This follows from a) by Yosida
approximation: Let L(α) := LαGα = α

2Gα −αI. If 0 ≤ f ≤ 1 then the sub-Markov property for αGα

implies

etL
(α)

f = e−αt
∞∑
n=0

(αt)n

n!
(αGα)

n f ∈ [0,1] for any t ≥ 0.

Hence also Pt f = lim
α→∞

etL
(α)

f ∈ [0,1] for any t ≥ 0. �

Example (Sticky Brownian motions). Let S = [0,∞) and fix λ ∈ [0,1]. We verify that the linear
operator L f = f ′′/2 with domain

Dom(L) =
{

f ∈ Ĉ(S) : f ′, f ′′ ∈ Ĉ(S), (1 − λ) f ′(0) = λ f ′′(0)
}

generates a Feller semigroup. Condition (i) in Theorem 4.24 is satisfied. To check (ii), we have to show
that for α > 0, the boundary value problem

α f −
1
2

f ′′ = g, (1 − λ) f ′(0) = λ f ′′(0), lim
x→∞

f (x) = 0, (4.25)

has a solution f ∈ Dom(L) for any g ∈ Ĉ(S). The general solution of the corresponding homogeneous
o.d.e. (i.e., for g = 0) is f (x) = c1e

√
2αx + c2e

√
−2αx . For λ ∈ [0,1], only the trivial solution satisfies the
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boundary conditions. Therefore, the inhomogeneous boundary value problem has a unique solution that
can be computed explicitly by variation of constants. The positive maximum principle (iii) is satisfied
as well. Indeed, suppose that f is a function in Dom(L) that has a maximum at x0 ∈ [0,∞). If x0 > 0
then (L f )(x0) = f ′′(x0)/2 ≤ 0. Furthermore, if x0 = 0 then f ′(0) ≤ 0. For λ ∈ (0,1], this implies
(L f )(x0) = f ′′(0)/2 ≤ 0 by the boundary condition in (4.25). Moreover, for λ = 0 we have f ′(0) = 0 by
(4.25), and hence again (L f )(x0) = f ′′(0)/2 ≤ 0, because x0 = 0 is a maximum.

Notice that the condition λ ∈ [0,1] is essential to ensure that L satisfies the positive maximum
principle and hence generates a Feller semigroup (Pt ). For each such λ, Theorems 4.24 and 4.23 show
that there is a Feller process with generator L.

For λ = 0 and λ = 1 these processes can be identified as a Brownian motion with reflection at 0 and a
Brownian motion trapped at 0, respectively. Indeed, let

X0
t := |Bt | and X1

t := Bt∧T0,

where (B, (Px)x∈R) is a Brownian motion on R. Then both (X0, (Px)x∈[0,∞)) and (X1, (Px)x∈[0,∞)) are
Feller processes, and, by a similar argument as in Section 4.2, their generators extend the operator
(L,Dom(L)) with boundary condition f ′(0) = 0, f ′′(0) = 0, respectively.

The corresponding Feller process for λ ∈ (0,1) is called a Brownian motion with a sticky boundary at
0. To obtain some information on the surprising properties of this process, we consider a sequence (gn)
of functions in Ĉ(S) such that gn ≥ 0 for all n and gn ↘ 1{0} as n→∞. An explicit computation of the
resolvents Gαgn (by solving the boundary value problem (4.25)) shows that the canonical Feller process
((Xt ), (Px)) generated by L satisfies

E0

[ˆ ∞
0

αe−αt1{Xt=0} dt
]
= α lim

n→∞
(Gαgn)(0) =

√
2α λ

√
2α λ + 1 − λ

for any α > 0. Hence the process starting at 0 spends in total a positive amount of time at 0, i.e.,

Leb ({t ≥ 0 : Xt = 0}) > 0 P0-almost surely.

Nevertheless, by the strong Markov property, almost surely, the process leaves the state 0 immediately,
and there is no non-empty time interval (a, b) ⊂ R+ such that Xt = 0 for all t ∈ (a, b). In other words:
with probability one, {t ≥ 0 : Xt = 0} is a set with positive Lebesgue measure that does contain any
non-empty open interval !

XXX Include picture

Exercise (Sticky boundaries). Fill in the missing details in the arguments in the example above. You
may consult Liggett [34, Example 3.59 and Exercise 3.61] for further hints.

For diffusion processes on Rd, the maximum principle combined with a Taylor expansion shows that the
generator L is a second order differential operator provided C∞0 (R

d) is contained in the domain of L. Recall
that a Markov process ((Xt ), (Px)) is called conservative iff for any x ∈ S, the life-time is Px almost surely
infinite.

Theorem 4.25 (Dynkin). Suppose that (Pt )t≥0 is a Feller semigroup onRd such thatC∞0 (R
d) is a subspace

of the domain of the generator L. If (Pt )t≥0 is the transition semigroup of a conservative Markov process
((Xt )t≥0, (Px)x∈Rd ) with continuous paths then there exist functions ai j, bi ∈ C(Rd) (i, j = 1, . . . , d) such
that for any x, ai j(x) is non-negative definite, and

(L f )(x) =
d∑

i, j=1
ai j(x)

∂2 f
∂xi∂xj

(x) +
d∑
i=1

bi(x)
∂ f
∂xi
(x) ∀ f ∈ C∞0 (R

d). (4.26)
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Proof. 1) L is a local operator: We show that

f ,g ∈ Dom(L), f = g in a neighbourhood of x ⇒ (L f )(x) = (Lg)(x).

For the proof we apply optional stopping to the martingale M f
t = f (Xt ) −

´ t
0 (L f )(Xs)ds. For an

arbitrary bounded stopping time T and x ∈ Rd, we obtain Dynkin’s formula

Ex[ f (XT )] = f (x) + Ex

[ˆ T

0
(L f )(Xs)ds

]
.

By applying the formula to the stopping times

Tε = min{t ≥ 0 : Xt < B(x, ε)} ∧ 1, ε > 0,

we can conclude that

(L f )(x) = lim
ε↓0

Ex

[´ Tε
0 (L f )(Xs)ds

]
Ex[Tε]

= lim
ε↓0

Ex[ f (XTε )] − f (x)
Ex[Tε]

. (4.27)

Herewe have used that L f is bounded and lim
s↓0
(L f )(Xs) = (L f )(x) Px-almost surely by right-continuity.

The expression on the right-hand side of (4.27) is known as “Dynkin’s characteristic operator”.
Assuming continuity of the paths, we obtain XTε ∈ B(x, ε). Hence if f ,g ∈ Dom(L) coincide in a
neighbourhood of x then f (XTε ) ≡ g(XTε ) for ε > 0 sufficiently small, and thus (L f )(x) = (Lg)(x) by
(4.27).

2) Local maximum principle: Locality of L implies the following extension of the positive maximum
principle: If f is a function in C∞0 (R

d) that has a localmaximum at x and f (x) ≥ 0, then (L f )(x) ≤ 0.
Indeed, if f (x) > 0 then we can find a function f̃ ∈ C∞0 (R

d) that has a global maximum at x such that
f̃ = f in a neighbourhood of x. Since L is a local operator by Step 1, we can conclude that

(L f )(x) = (L f̃ )(x) ≤ 0.

If f (x) = 0 then we can apply the same argument to f + εg where ε is a positive constant, and g is a
function in C∞0 (R

d) such that g ≡ 1 in a neighbourhood of x. In this case,

(L f )(x) = (L( f + εg))(x) + ε(Lg)(x) ≤ ε(Lg)(x) for any ε > 0,

and hence we can conclude again that (L f )(x) ≤ 0.

3) Taylor expansion: For proving that L is a differential operator of the form (4.26) we fix x ∈ Rd and
functions ϕ,ψ1, . . . ,ψd ∈ C∞0 (R

d) such that ϕ(y) = 1, ψi(y) = yi − xi in a neighbourhood U of x. Let
f ∈ C∞0 (R

d). Then by Taylor’s formula there exists a function R ∈ C∞0 (R
d) such that R(y) = o(|y− x |2)

and

f (y) = f (x)φ(y) +
d∑
i=1

∂ f
∂xi
(x)ψi(y) +

1
2

d∑
i, j=1

∂2 f
∂xi∂xj

(x)ψi(y)ψj(y) + R(y) (4.28)

in a neighbourhood of x. Since L is a local linear operator, we obtain

(L f )(x) = c(x) f (x) +
d∑
i=1

bi(x)
∂ f
∂xi
(x) +

1
2

d∑
i, j=1

ai j(x)
∂2 f

∂xi∂xj
(x) + (LR)(x) (4.29)
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with c(x) := (Lφ)(x), bi(x) := (Lψi)(x), and ai j(x) := L(ψiψj)(x). Since φ has a local maximum at x,
c(x) ≤ 0. Similarly, for any ξ ∈ Rd, the function

d∑
i, j=1

ξiξjψi(y)ψj(y) =

����� d∑
i=1

ξiψi(y)

�����2
equals |ξ · (y − x)|2 in a neighbourhood of x, so it has a local minimum at x. Hence

d∑
i, j=1

ξiξjai j(x) = L

(∑
i, j

ξiξjψiψj

)
≥ 0,

i.e., the matrix (ai j(x)) is non-negative definite. By (4.29), it only remains to show (LR)(x) = 0. To
this end consider

Rε(y) := R(y) − ε
d∑
i=1

ψi(y)
2.

Since R(y) = o(|y − x |2), the function Rε has a local maximum at x for ε > 0. Hence

0 ≥ (LRε)(x) = (LR)(x) − ε
d∑
i=1

aii(x) ∀ε > 0.

Letting ε tend to 0, we obtain (LR)(x) ≤ 0. On the other hand, Rε has a local minimum at x for ε < 0,
and in this case the local maximum principle implies

0 ≤ (LRε)(x) = (LR)(x) − ε
d∑
i=1

aii(x) ∀ε < 0,

and hence (LR)(x) ≥ 0. Thus (LR)(x) = 0.

4) Vanishing of c: If the process is conservative then pt1 = 1 for any t ≥ 0. Informally this should
imply c = L1 = d

dt pt1|t=0+ = 0. However, the constant function 1 is not contained in the Banach
space Ĉ(Rd). To make the argument rigorous, one can approximate 1 by C∞0 functions that are equal
to 1 on balls of increasing radius. The details are left as an exercise. �

Theorem 4.25 has an extension to generators of general Feller semigroups including those corresponding
to processes with discontinuous paths. We state the result without proof:

Theorem 4.26 (Courrège).
Suppose that L is the generator of a Feller semigroup on Rd, and C∞0 (R

d) ⊆ Dom(L). Then there exist
functions ai j, bi, c ∈ C(Rd) and a kernel ν of positive Radon measures such that

(L f )(x) =
d∑

i, j=1
ai j(x)

∂2 f
∂xi∂xj

(x) +
d∑
i=1

bi(x)
∂ f
∂xi
(x) + c(x) f (x)

+

ˆ
Rd\{x }

(
f (y) − f (x) − 1{ |y−x |<1}(y − x) · ∇ f (x)

)
ν(x, dy)

holds for any x ∈ Rd and f ∈ C∞0 (R
d). The associated Markov process has continuous paths if and only if

ν ≡ 0.

For transition semigroups of Lévy processes (i.e., processes with independent and stationary increments),
the coefficients ai j, bi, c, and the measure ν do not depend on x. In this case, the theorem is a consequence
of the Lévy-Khinchin representation, cf. e.g. [17].

A. Eberle Markov Processes (v. July 7, 2020) 117
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Section 5.1 is devoted to an explicit construction of piecewise deterministic Markov processes (PDMPs),
a class of Markov processes that combines jumps and deterministic motion. We construct the processes
from their characteristics, and identify the generators. A special case are jump processes with (possibly time
dependent) jump rates of finite intensity. In Sections 5.2 and 5.3, we construct interacting particle systems
on finite and infinite graphs, and Section 5.4 discusses ergodicity and phase transitions for attractive particle
systems.

5.1. Piecewise deterministic Markov processes

An additional reference for this section is the book [10] by Davis.

We assume that S is a locally compact and separable state space with Borelσ-algebraB. We will construct
a Markov process on S that combines jumps and deterministic motion between the jumps. The jumps are
characterized by a jump rate given by a measurable function λ : S → [0,∞), and a probability kernel π on
(S,B) that determines the law of the jump transitions. The deterministic motion is described by a continuous
deterministic flow, i.e., a continuous function ξ : [0,∞) × S → S such that for any s, t ≥ 0 and x ∈ S;

ξt (ξs(x)) = ξt+s(x). (5.1)

For example, S = Rd, and ξ is the flow of a vector field b : Rd → Rd, i.e., the solution to the ordinary
differential equation

d
dt
ξt (x) = b(ξt (x)), ξ0(x) = x.

Examples of PDMPs

Before constructing piecewise deterministic Markov processes (PDMPs), we consider some basic examples
that show that such processes occur in numerous applications.

Example. 1) Time inhomogeneous jump processes. Suppose we want to construct a pure jump
process (Xt )t≥0 with time dependent jump rate qt (x, dy). To avoid time inhomogeneity, it is
natural to consider the time-space process (t,Xt )t≥0. However, this process is no longer a pure
jump process. Indeed, it is moving deterministically between the jumps, and therefore, it is a
PDMP. For (s, x) ∈ [0,∞) × S, the characteristics of the process are given by

ξt (s, x) = (s + t, x),

λ(s, x) = qs(x,S),

π ((s, x), dt dy) = δs(dt) λ(s, x)−1qs(x, dy).

For example, an inhomogeneous Poisson process with intensities λ(t) is a time dependent jump
process with state space Z+ and jump rates qt (x, ·) = λ(t)δx+1.
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b b b b b b b

high intensity low intensity

More generally, a time-dependent birth-death process is a Markov jump process on Z+ with
transition rates given by

qt (x, ·) = b(t, x)δx+1 + d(t, x)δx−1

for functions b, d : [0,∞) × Z+ → [0,∞).

| | | | | | |
xx− 1 x+ 1

rate b(x)rate d(x)

For example, in a time-dependent branching process, the particles in a population are indepen-
dently giving birth to a child with rate b(t) and dying with rate d(t). The total population size
at time t can then be described as a time-dependent birth-death process with transition rates
b(t, x) = b(t)x and d(t, x) = d(t)x.

2) Compensated Poisson processes. A very simple example of a PDMP is a compensated Poisson
process Xt = Nt −λt where (Nt ) is a Poisson process with intensity λ. In this case, the state space
is R, and the characteristics are given by ξt (x) = x − λt, λ(x) = λ and π(x, ·) = δx+1 for all x.

3) Random kinetic models, Andersen dynamics. Consider a particle that is moving deterministi-
cally but is accelerated by random kicks that occur after independent exponential waiting times.
We can model such a process as a PDMP on the phase space

S = Rd × Rd =
{
(x, v) : x, v ∈ Rd

}
,

where the first and second component stand for the position and the velocity of the particle. For
example, a model for physical Brownian motion is given by a PDMP with characteristics

ξt (x, v) = (x + tv, v), λ(x) = λ, π ((x, v), d(x ′, v′)) = δx(dx ′)N
(√

1 − γ2v, γ2Id

)
(dv′),

where λ ∈ [0,∞) and γ ∈ [0,1] are fixed constants. For γ = 1, the velocity is completely refreshed
at each kick, whereas γ < 1 corresponds to a partial refreshment combined with a damping.

A more general model that is frequently considered in molecular dynamics is Andersen dynamics.
Here one considers m particles of unit mass taking values in Rn. The positions and velocities
of the m-particle configuration form then an element (x, v) = (xi, vi)i=1,...,m in the state space
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S = Rd × Rd where d = mn. We now assume that the particles are subject to independent
random kicks, and in between kicks, they are moving independently according to Hamiltonian
dynamics with respect to a potential energy function U(x1, . . . , xm) defined on the configuration
space. In that case, the dynamics is described by a PDMP, where ξt (x, v) = (xt, vt ) is the solution
of Hamilton’s equation of motion

dx
dt
= v,

dv
dt
= −∇U(x), x0 = x, v0 = v,

the total intensity λ(x, v) = λ of random kicks is constant, and

π ((x, v), d(x ′, v′)) = δx(dx ′)
1
m

m∑
i=1
N

(√
1 − γ2vi, γ

2In

)
(dv′i )

∏
j,i

δvj (dv
′
j). (5.2)

This means that at each random kick, only the velocity of one (randomly chosen) particle is
changed.

Construction

We will now give an explicit construction of a piecewise deterministic Markov process with given charac-
teristics. This construction also forms the basis for algorithms for the simulation of PDMPs.

We will denote the increasing sequence of jump times of the process by (Jn)n∈N and the corresponding
sequence of jump targets by (Yn)n∈N. We allow explosions in finite time; the explosion time is J∞ = supJn.
The PDMP with initial condition Y0 at initial time J0 is then given by

Xt =

{
ξt−Jn (Yn) for t ∈ [Jn,Jn+1), n ∈ Z+,
∆ for t ∈ [J∞,∞).

We fix a deterministic initial time t0 ∈ R+ and an initial position x0 ∈ S. In our construction, the random
variables Jn and Yn and, consequently, the process (Xt ) are defined by the following algorithm:

Algorithm 1: Construction of PDMP
Input: t0 ∈ R+, x0 ∈ S, n ∈ N.
Output: Jump times (Ji)i=0,...,n and jump targets (Yi)i=0,...,n of PDMP up to nth jump.

1 J0 ← t0, Y0 ← x0 ;
2 for i ← 1 to n do
3 Sample Ei ∼ Exp(1), independently of Y0, . . . ,Yi−1,E1, . . . ,Ei−1;
4 Ji ← inf

{
t ≥ 0 :

´ t
Ji−1

λ(ξs−Ji−1(Yi−1)) ds ≥ Ei

}
;

5 Sample Yi |(Y0, . . . ,Yi−1,E0, . . . ,Ei) ∼ π
(
ξJi−Ji−1(Yi−1), ·

)
;

6 return (Ji)ni=0 and (Yi)
n
i=0;

Here we set inf ∅ := ∞. It may happen (for instance if λ ≡ 0) that Jn = ∞ with positive probability, and
in that case we set Jn+1 − Jn := 0. Note that in this case, the process gets stuck at Yn.

Let P(t0,x0) denote the underlying probability measure for the random variables defined by the algorithm.
Under P(t0,x0), J0 = t0 and Y0 = x0 almost surely, and the conditional laws of Jn+1 and Yn+1 are given by

P(t0,x0) [Jn+1 > t |J0,Y0, . . . ,Jn,Yn ] = exp
(
−

ˆ t

Jn

λ(ξs−Jn (Yn)) ds
)

1t>Jn, (5.3)

P(t0,x0) [Yn+1 ∈ B |J0,Y0, . . . ,Jn,Yn,Jn+1 ] = π
(
ξJn+1−Jn (Yn), B

)
. (5.4)

Although in general, (Jn)n∈Z+ and (Yn)n∈Z+ are not Markov chains on their own, the process (Jn,Yn)n∈Z+ is
a time-homogeneous Markov chain w.r.t. the filtration

Gn = σ(Y0, . . . ,Yn,E1, . . . ,En),
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and with transition kernel

π̃((s, x), d(t, y)) = λ(ξt−s(x)) exp
(
−

ˆ t

s

λ(ξr−s(x))dr
)

1(s,∞)(t) π(ξt−s(x), dy) dt.

In particular, conditionally given Gn, Jn+1 has a survival distribution with hazard rate λ(Xt ), i.e., as h ↓ 0,

P(t0,x0) [Jn+1 > t + h |Gn ]
P(t0,x0) [Jn+1 > t |Gn ]

= e−
´ t+h
t λ(ξr−Jn (Yn)) dr = 1 − h λ(Xt ) + o(h)

for all t ≥ Jn. Here we have used that

ξr−Jn (Yn) = Xr for all r < Jn+1.

Notice that an exponential distribution is a special survival distribution with time-independent hazard rate λ.
Furthermore, similarly to the exponential distributions, survival distributions have a generalizedmemoryless
property that will be crucial in verifying that the process (Xt ) is indeed a Markov process.

Example (Pure jump process). Suppose that ξt (x) = x for all t ≥ 0 and x ∈ S, i.e., the process does not
move between jumps. In this case, the sequence (Yn)n∈Z+ of positions of the process is a Markov chain
with transition kernel π. Given σ(Yn : n ∈ Z+), the waiting times for the next jumps are independent
with law

Jn − Jn−1 =
En

λ(Yn−1)
∼ Exp(λ(Yn−1)).

Things simplify further if we consider a pure jump process with bounded total jump intensities q(x, dy),
i.e., sup

x∈S
q(x,S \ {x}) ≤ λ for a finite constant λ. In this case we can write the jump intensities in the form

q(x,B) = λπ(x,B) for all measurable B ⊆ S \ {x},

where π is a transition kernel satisfying π(x, {x}) = 1 − q(x,S \ {x})/λ. The process constructed
correspondingly according to the algorithm above has i.i.d. waiting times

Jn − Jn−1 ∼ Exp(λ)

between jumps. Hence the number of jumps up to time t is a Poisson process with parameter λ. The
process (Yn) of positions is an independentMarkov chainwith transition kernel π, and the continuous-time
process is given by

Xt = YNt . (5.5)

By (5.5), it is easy to compute the transition functions of the process in continuous time. Indeed, by
independence of (Yn) and (Nt ),

(Pt f )(x) = E0,x [ f (Xt )] =

∞∑
k=0

E0,x [ f (Yk); Nt = k] =
∞∑
k=0
(πk f )(x)

(λt)k

k!
e−λt

=
(
eλtπ f

)
(x)e−λt =

(
etL f

)
(x)

for any t ≥ 0, x ∈ S and f ∈ Fb(S) where etL =
∑∞

k=0
1
k! (tL)

k denotes the exponential of the bounded
linear operator

(L f )(x) = (λ(π − I) f )(x) =
ˆ

q(x, dy)( f (y) − f (x)).

Standard properties of the operator exponential now show that pt f satisfies the Kolmogorov forward
and backward equation

d
dt

pt f = ptL f = Lpt f

where the derivative can be taken w.r.t. the supremum norm. For unbounded jump intensities, the
derivation of Kolmogorov’s equations will be technically much more demanding.
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Markov property

We now want to show that the process constructed above is indeed a Markov process. We recall that
under P(t0,x0), the process (Jn,Yn)n∈Z+ is a time-homogeneous Markov chain with transition kernel π̃ w.r.t.
the filtration Gn = σ(Y0, . . . ,Yn,E1, . . . ,En), and the continuous-time process (Xt )t≥t0 is obtained as a
deterministic function

Xt = Φt (J0,Y0,J1,Y1, . . . )

of the Markov chain, where

Φt (t0, x0, t1, x1, . . . ) :=

{
Xn if t ∈ [tn, tn+1) for some n ∈ Z+,
∆ if t ≥ sup tn.

(5.6)

Let F X
t = σ(Xs : s ∈ [t0, t]) denote the filtration generated by the continuous time process.

Theorem 5.1 (Markov property). The process ((Xt )t≥t0, (Pt0,x0)) is an (F X
t )Markov process, i.e.,

E(t0,x0)

[
F(Xs:∞)1{s<ζ }

��F X
s

]
= E(s,Xs ) [F(Xs:∞)] P(t0,x0)-a.s. on {s < ζ }

for any 0 ≤ t0 ≤ s, x0 ∈ S, and any bounded measurable function F : D(R+,S ∪ {∆}) → R.
Moreover, the Markov process is time-homogeneous.

For proving the theorem we will use the Markov property in discrete time. However, the problem is that
the relevant filtration is (Gn)n∈N, whereas we are interested in the conditional expectation given F X

s . To
overcome this difficulty let

Ks = min {n ∈ Z+ : Jn > s}

denote the index of the first jump after time s. Note that Ks is a stopping time w.r.t. (Gn), and

{Ks < ∞} = {s < ζ }.

t0 s JKs

Besides the Markov property of the chain (Jn,Yn), the following fact will be crucial for the proof of
Theorem 5.1.
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Lemma 5.2 (Memoryless property). The conditional law of (JKs ,YKs ) given F X
s coincides with the law

of (J1,Y1) under P(s,Xs ). More precisely, for any s ≥ t0, t ≥ s and B ∈ B,

P(t0,x0)

[
JKs > t and Ys ∈ B | F X

s

]
= P(s,Xs ) [J1 > t and Y1 ∈ B] almost surely on {s < ζ }.

Proof. Let A ∈ F X
s . Then it can be verified that for any n ∈ N, there exists an event An ∈ Gn−1 such

that A ∩ {s < Jn} = An ∩ {s < Jn}. This is because for s < Jn, Xs is a deterministic function of
J0,Y0, . . . ,Jn−1,Yn−1. Therefore, by the Markov property for the discrete time chain, we obtain

P(t0,x0) [Jn > t,Yn ∈ B | Gn−1] = π̃ ((Jn−1,Yn−1) , (t,∞) × B)

=

ˆ ∞
t

λ(ξv−Jn−1(Yn−1)) exp
(
−

ˆ v

Jn−1

λ(ξr−Jn−1(Yn−1)) dr
)
π

(
ξv−Jn−1(Yn−1),B

)
dv

= P(t0,x0) [Jn > s |Gn−1]

ˆ ∞
t

λ(ξv−Jn−1(Yn−1)) exp
(
−

ˆ v

s

λ(ξr−Jn−1(Yn−1)) dr
)
π

(
ξv−Jn−1(Yn−1),B

)
dv

= E(t0,x0)

[
1{s<Jn }

ˆ ∞
t

λ(ξv−Jn−1(Yn−1)) exp
(
−

ˆ v

s

λ(ξr−Jn−1(Yn−1)) dr
)
π

(
ξv−Jn−1(Yn−1),B

)
dv

����Gn−1

]
.

almost surely on {s ≥ Jn−1}. Moreover, by the flow property,

ξv−Jn−1(Yn−1) = ξv−s(ξs−Jn−1(Yn−1)) = ξv−s(Xs) on {s < Jn}.

Therefore, we obtain

P(t0,x0)

[
{JKs > t,YKs ∈ B} ∩ A ∩ {Ks = n}

]
= P(t0,x0) [{Jn > t,Yn ∈ B} ∩ An ∩ {s ∈ [Jn−1,Jn)}]

= E(t0,x0) [P [Jn > t,Yn ∈ B | Gn−1] ; An ∩ {s ≥ Jn−1}]

= E(t0,x0)

[ˆ ∞
t

λ(ξv−s(Xs)) exp
(
−

ˆ v

s

λ(ξr−s(Xs)) dr
)
π (ξv−s(Xs),B) dv ; An ∩ {s ∈ [Jn−1,Jn)}

]
= E(t0,x0)

[
P(s,Xs ) [J1 > t, Y1 ∈ B] ; A ∩ {Ks = n}

]
.

Summing over n gives the assertion, because {s < ζ } = Û
⋃

n∈N{Ks = n}. �

We are now ready to prove the Markov property for the continuous time process.

Proof (of Theorem 5.1). Let s ≥ t0. Then for any t ≥ 0,

Xs+t = Φs+t (s,Xs,JKs ,YKs ,JKs+1, . . . ) on {Ks < ∞} = {s < ζ },

where Φs+t is defined by (5.6). In other words, the process Xs:∞ = (Xs+t )t≥0 from time s onwards is
constructed in the same way from s,Xs,JKs , . . . as the original process is constructed from t0,Y0, J1, . . . . Let
F : D(R+,S ∪ {∆}) → R be bounded and measurable.
Note that F X

s ⊆ GKs . Therefore, by the strong Markov property for the Markov chain (Jn,Yn), we see
that for almost every ω ∈ {Ks < ∞} = {s < ζ },

E(t0,x0)

[
F(Xs:∞) 1{s<ζ }

�� GKs

]
(ω) = E(t0,x0)

[
F ◦ Φs:∞(s,Xs,JKs ,YKs , . . .) 1{Ks<∞} | GKs

]
(ω)

= E(JKs (ω),YKs (ω))

[
F ◦ Φs:∞(s,Xs(ω),J0,Y0,J1,Y1, . . .) 1{s<ζ }

]
and thus, by the tower property of the conditional expectation and by Lemma 5.2,

E(t0,x0)

[
F(Xs:∞) 1{s<ζ } | F X

s

]
(ω)

= E(s,Xs (ω))

[
E(J1,Y1)

[
F ◦ Φs:∞(s,Xs(ω),J0,Y0,J1,Y1, . . .) 1{s<ζ }

] ]
= E(s,Xs (ω)) [F ◦ Φs:∞(s,Xs(ω),J1,Y1,J2,Y2, . . .)] = E(s,Xs (ω)) [F(Xs:∞)]
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almost surely on {s < ζ }. Here we have used the Markov property in discrete time in the last step.
This completes the proof of the Markov property for the continuous time process ((Xt )t≥t0,Pt0,x0). More-

over, this Markov process is time-homogeneous, because by construction,

P(t0,x0) ◦ (J0,Y0,J1,Y1, . . .)
−1 = P(0,x0) ◦ (t0 + J0,Y0, t0 + J1,Y1, . . .)

−1,

and therefore the laws of the processes ((Xt0+t )t≥0,Pt0,x0) and ((Xt )t≥0,P0,x0) coincide. �

Generator

Theorem 5.1 shows that the process ((Xt )t≥t0,P(t0,x0)) constructed as above is a time-homogeneous Markov
process w.r.t. the filtration (F X

t )t≥t0 . The transition function is given by

pt (x,B) = P(0,x) [Xt ∈ B] for any t ≥ 0, x ∈ S and B ∈ B.

We will now identify the generator of the process. We start with a lemma that follows by conditioning on
the first jump of the process.

Lemma 5.3. For every function f ∈ Fb(S ∪ {∆}) with f (∆) = 0, and for all t ≥ 0 and x ∈ S,

(pt f )(x) = e−
´ t

0 λ(ξr (x)) dr f (ξt (x)) +
ˆ t

0
λ(ξr (x))e−

´ r
0 λ(ξu (x)) du(πpt−r f )(ξr (x)) dr . (5.7)

Proof. Recall that G1 = σ(J0,Y0,J1,Y1). Since Xt = Φt (J0,Y0,J1,Y1,J2,Y2, . . .), the Markov property for
the chain (Jn,Yn) implies

E(0,x) [ f (Xt ) | G1] (ω) = E(J1(ω),Y1(ω)) [ f (Φt (0, x,J0,Y0,J1,Y1, . . .))]

= f (ξt (x)) 1t<J1(ω) + E(J1(ω),Y1(ω)) [ f (Xt )] 1t≥J1(ω)

= f (ξt (x)) 1t<J1(ω) +
(
pt−J1(ω) f

)
(Y1(ω)) 1t≥J1(ω).

for almost every ω. Here we have used that

Φt (0, x,J0,Y0,J1,Y1, . . .) =

{
ξt (x) for t < J0,

Φt (J0,Y0,J1,Y1, . . .) = Xt for t ≥ J0.

Taking expectations w.r.t. P(0,x), we obtain

(pt f )(x) = f (ξt (x)) P(0,x)[J1 > t] + E(0,x)
[
(pt−J1 f )(Y1); t ≥ J1

]
.

The assertion follows by (5.3) and (5.4). �

The domain of the generator of a piecewise deterministic Markov process consists of functions that are
differentiable along the flow.

Definition 5.4 (Uniform continuity and differentiability along the flow).

1) A bounded measurable function f : S → R is called uniformly continuous along the flow ξ iff

lim
t↓0

sup
x∈S
| f (ξt (x)) − f (x)| = 0.

We denote by UCb(ξ) the space of all such functions.
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5. Jump processes and interacting particle systems

2) A function f ∈ UCb(ξ) is called uniformly continuously differentiable along the flow ξ iff there
exists a function X f ∈ UCb(ξ) such that

d
dt

f (ξt (x))
����
t=0
= (X f )(x) for all x ∈ S. (5.8)

In this case, the function X f is called the directional derivative of f along the flow. The space
consisting of all uniformly continuously differentiable functions along the flow ξ is denoted by
UC1

b
(ξ).

For a function f ∈ UC1
b
(ξ), the flow property implies

d
dt

f (ξt (x)) =
d

dh
f (ξh(ξt (x)))

����
h=0
= (X f )(ξt (x)) for all t ≥ 0 and x ∈ S, and thus

f ◦ ξt = f +
ˆ t

0
(X f ) ◦ ξs ds = f + t X f + o(t) , (5.9)

where o(t) stands for a function that is of order o(t) w.r.t. the supremum norm.

Example. Suppose that S = Rd and ξ is the flow of a vector field b ∈ C(Rd,Rd). Then (5.8) is satisfied
for every function f ∈ C1

b
(Rd) with X f = bT∇ f .

Recall that by Theorem 4.6, the transition function (pt )t≥0 induces a strongly continuous contraction
semigroup (Pt )t≥0 of linear operators on the Banach space

E =
{

f ∈ Fb(S) : lim
t↓0
‖pt f − f ‖sup = 0

}
.

We denote the corresponding generator and its domain by (L,Dom(L)), and we define

A :=
{

f ∈ UC1
b(ξ) : π f ∈ UCb(ξ)

}
.

Theorem 5.5 (Generator of PDMP).

1) If the intensity function λ : S → [0,∞) is bounded then E = UCb(ξ).

2) If, moreover, λ is continuous, then A ⊆ Dom(L), and

L f = X f + λ (π f − f ) for all f ∈ A. (5.10)

In particular, the process ((Xt )t≥0,P(0,x)) solves the martingale problem for (L,A).

The expression (5.10) for the generator is not surprising. The first summand corresponds to the generator
of the deterministic motion, and the second part is the generator of a pure jump process with jump intensity
λ and jump transition kernel π. The theorem thus shows that we have indeed constructed a Markov process
whose generator takes the expected form on functions in A.

Proof. 1) Lemma 5.3 shows that as t ↓ 0, sup |pt f − f ◦ ξt | → 0. Therefore, pt f converges uniformly
to f if and only if f is in UCb(ξ).
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2) Now suppose that λ is in UCb(ξ). Then as t ↓ 0, λ ◦ ξt converges uniformly to λ, and so

e−
´ t

0 λ◦ξr dr = 1 − tλ + o(t),

where o(t) stands for a function with supremum norm of order o(t). Now let f ∈ A. Then, by 1), and
since f 7→ π f is a contraction w.r.t. the supremum norm,

(πpt−r f ) ◦ ξr = (π f ) ◦ ξr + o(1) = π f + o(1),

where the o(1) terms stand for different functions with supremum norm of order o(1), uniformly for
r ∈ [0, t]. Therefore, by Lemma 5.3 and (5.9),

pt f = (1 − tλ)( f + tX f ) + tλπ f + o(t)

= f + t (X f + λ(π f − f )) + o(t).

Thus f is in the domain of the generator, and (5.10) holds.
�

In general, it is not trivial to identify the precise domain of the generator of a PDMP. In the case S = Rd,
one can show under additional regularity assumptions, that (Pt )t≥0 is a Feller semigroup and C1

0 (R
d) is a

core for the generator. We only state a simple result that holds under quite restrictive assumptions. Let

Ĉ1(Rd) :=
{

f ∈ C1(Rd) : f ∈ Ĉ(Rd), ∂i f ∈ Ĉ(Rd) for all i = 1, . . . d
}
.

Theorem 5.6 (Identification of Feller generator). Suppose that S = Rd, and ξ is the flow generated by a
vector field b ∈ C1(Rd,Rd) with bounded derivative ∂b. Moreover, assume that λ ∈ C1

b
(Rd), and that there

exists a finite constant C such that for all g ∈ Fb(Rd),

πg ∈ Ĉ1(Rd) with sup |∂(πg)| ≤ C sup |g |. (5.11)

Then the following assertions hold.

1) Pt (C1
0 (R

d)) ⊆ Ĉ1(Rd) for all t ≥ 0.

2) (Pt )t≥0 is a Feller semigroup.

3) The Feller generator is the closure of the operator (L,C1
0 (R

d)) where

L f = bT∇ f + λ (π f − f ) . (5.12)

In particular, the corresponding piecewise deterministicMarkov process ((Xt )t≥0,P(0,x0)) is the unique
solution of the martingale problem for (L,C1

0 (R
d)) with initial condition x0.

The assumption (5.11) means that the transition kernel is smoothing the function. For example, it is
satisfied if π is the convolution with a non-degenerate Gaussian measure.

Proof (Sketch). 1) Since ∂b is bounded, the flow map ξt is a C1 diffeomorphism for every t ≥ 0, and the
derivative ∂ξt is bounded uniformly on finite time intervals. Now let f ∈ C1

0 (R
d). By the assumptions,

it can be verified that for 0 ≤ r ≤ t, the functions f ◦ ξt and (πpt−r f ) ◦ ξr are in Ĉ1(Rd), and the
functions λ ◦ ξt and

´ t
0 λ ◦ ξr dr are in C1

b
(Rd). Then by Lemma 5.3, one can conclude that pt f is

contained in Ĉ1(Rd) as well.
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2) By 1) and since the subspace C1
0 (R

d) is dense in Ĉ(Rd) w.r.t. the supremum norm, we can conclude
that

Pt (Ĉ(Rd)) ⊆ Ĉ(Rd) for all t ≥ 0.
This shows that (Pt ) is a Feller semigroup.

3) By Theorem 5.5, the generator of (Pt ) is an extension of the operator (L,C1
0 (R

d)) defined by (5.12).
To show that C1

0 (R
d) is a core for the Feller generator, we observe that by 1),

Pt (C1
0 (R

d)) ⊆ Ĉ1(Rd) ⊆ C1
0 (R

d)
L

for all t ≥ 0. (5.13)

Here we have used that every function in Ĉ1(Rd) can be approximated in the graph norm by functions
in C1

0 (R
d), because for every compact set K , there exists a finite constant CK such that

sup
K
|L f | ≤ CK sup

K
(| f | + |∇ f |) .

By (5.13) and Theorem 4.15, C1
0 (R

d) is a core for the generator, and hence by Theorem 4.19, the
PDMP is the unique solution of the corresponding martingale problem.

�

We finally return to the examples that we have considered at the beginning of this section.
Example. 1) Time inhomogeneous jump processes. The time-space process (t,Xt )t≥0 of a time

inhomogeneous jump process on Rd is a PDMP with state space [0,∞) × Rd and characteristics

ξt (s, x) = (s + t, x),

λ(s, x) = qs(x,Rd),

π ((s, x), dt dy) = δs(dt) λ(s, x)−1qs(x, dy).

The flow is generated by the constant vector field b(t, x) ≡ (1,0, . . . ,0)T . It can be verified that if
the jump intensity function λ is bounded and measurable, then the full generator of this process
is given by

(L f )(t, x) =
∂ f
∂t
(t, x) +

ˆ
( f (t, y) − f (t, x)) qt (x, dy), f ∈ Dom(L),

where the domain consists of all functions f ∈ Fb([0,∞)×Rd) such that t 7→ f (t, x) is absolutely
continuous for every x with derivative ∂ f

∂t ∈ Fb([0,∞) × R
d).

In particular, the time-space process is the unique solution of the martingale problem for this
generator. Under additional regularity conditions, this also follows from Theorem 5.6.
Since the first component of the PDMP (t,Xt ) is deterministic, the process (Xt ) is also a Markov
process on its own. This process is time inhomogeneous, and its transition function is given by

ps,t (x,B) = pt−s((s, x),Rd × B) for all 0 ≤ s ≤ t and B ∈ B(Rd).

The process solves the time dependent martingale problem for the operators

(Ltg)(x) =
ˆ
(g(y) − g(x)) qt (x, dy),

i.e., for every function f ∈ Dom(L) and for every s ≥ 0 and x ∈ Rd , the process

M f
t = f (t,Xt ) −

ˆ t

s

(
∂ f
∂r
+ Lr f

)
(r,Xr ) dr, t ≥ s,

is an (F X
t ) martingale under P(s,x). Furthermore, the forward and backward equations for the

semigroup of the time-space process imply the corresponding equations

d
dt

ps,t f (t, ·) = ps,t

(
∂ f
∂t
(t, ·) + Lt f (t, ·)

)
for t ≥ s and f ∈ Dom(L), (5.14)

−
d
ds

ps,t f (t, ·) = Ls ps,t f for s ≤ t and f ∈ Fb(Rd). (5.15)
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2) Compensated Poisson process. A compensated Poisson process with constant intensity λ is a
PDMP with state space R and full generator

(L f )(x) = λ ( f (x + 1) − f (x) − f ′(x)) , f ∈ Dom(L),

where the domain consists of all bounded absolutely continuous functions f on R with bounded
measurable derivative f ′. The proof is left as an exercise.

3) Andersen dynamics. Here the state space is Rd × Rd where d = mn, and the vector field
generating the flow is b(x, v) = (v,−∇U(x))T , i.e., b is the gradient of the Hamiltonian

H(x, v) = U(x) + |v |2/2.

The corresponding PDMP is a Feller process with generator

L f = vT∇x f − ∇U(x)T∇v f + λ (π f − f ), f ∈ Dom(L),

where the intensity λ is constant, and π is given by (5.2). Note that Theorem 5.6 can not
be applied, because the kernel π is smoothing only in the v-component but not on in the x-
component. Nevertheless, it can be shown that C1

0 (R
d × Rd) is a core for the generator, see

e.g. [23]. Consequently, by Theorem 4.18, a probability measure µ on Rd × Rd is invariant for
Andersen dynamics if and only if

´
L f dµ = 0 for all f ∈ C1

0 (R
d × Rd). It can be checked by

integration by parts, that this condition is indeed satisfied for the Boltzmann-Gibbs distribution

µBG(d(x, v)) ∝ exp(−H(x, v)) dx dv.

Localization

To identify the generator, we have assumed above that the jump intensity function λ is bounded. Moreover, we
have assumed in our construction that the flow is non-explosive and defined on all of Rd. These assumptions
can be relaxed substantially by a localization procedure.
For example, suppose that the state space S is an open subset of Rd, the flow ξ is generated by a smooth

vector field b : S → Rd, and λ is a continuous non-negative function on S. Then for every compact subset
K ⊆ S, there exist a smooth vector field bK : Rd → Rd and a bounded continuous function λK : Rd → [0,∞)
such that bK = b and λK = λ on K . For a given transition kernel π on Rd, we can then construct a PDMP
((XK

t )t≥0,P(0,x)) corresponding to bK , λK and π in the same way as above for every compact set K ⊂ S and
every initial value x ∈ Rd. Moreover, the construction ensures that for any two compact sets K, K̃ ⊂ S, the
processes XK

t and X K̃
t coincide up to the minimum of the exit times from the sets K and K̃ , respectively.

Therefore, for x ∈ S, we obtain a well-defined process ((Xt )t≥0,P(0,x)) on S by choosing an increasing
sequence (Kn)n∈N of compact subsets of S such that S =

⋃
Kn, and setting

Xt := XKn
t for t < Tn, ζ := sup Tn,

where Tn := inf{s ≥ 0 : XKn
s < Kn}.

Exercise (Martingale problem and generator for PDMP with unbounded coefficients). 1) Show
that the process ((Xt )t≥0,P(0,x)) solves a local martingale problem for the operator (L,A) where
L is given by (5.10) with X f = bT∇ f , and A is an appropriate class of test functions.

2) Conclude that all functions in C1
0 (S) are contained in the domain of the full generator of the

process.

3) Show that if the process is non-explosive then it solves a global martingale problem, and for an
appropriate class of functions f , the transition function pt f satisfies the forward equation.

In particular, the construction above can be applied to construct jump processes with unbounded and
time-dependent jump rates.
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Example (Time-dependent branching). Suppose a population consists initially (t = 0) of one particle,
and particles die with time-dependent rates dt > 0 and divide into two with rates bt > 0 where
d, b : R+ → R+ are continuous functions, and b is bounded. Then the total number Xt of particles at
time t is a birth-death process with rates

qt (n,m) =


n · bt if m = n + 1,
n · dt if m = n − 1,
0 else,

λt (n) = n · (bt + dt ).

The generator is

Lt =

©­­­­­­«

0 0 0 0 0 0 · · ·

dt −(dt + bt ) bt 0 0 0 · · ·

0 2dt −2(dt + bt ) 2bt 0 0 · · ·

0 0 3dt −3(dt + bt ) 3bt 0 · · ·

. . .
. . .

. . .
. . .

. . .
. . .

ª®®®®®®¬
Since the rates are unbounded, we have to test for explosion. To this end we consider the Lyapunov
function ψ(n) = n. We have

(Ltψ) (n) = n · bt · (n + 1 − n) + n · dt · (n − 1 − n) = n · (bt − dt ) ≤ n sup
t≥0

bt

Since the individual birth rates bt, t ≥ 0, are bounded, we can conclude that the process is non-explosive.
To study long-time survival of the population, we consider the generating functions

Gt (s) = E
[
sXt

]
=

∞∑
n=0

snP[Xt = n], 0 < s ≤ 1,

of the population size. For fs(n) = sn we have

(Lt fs) (n) = nbt sn+1 − n(bt + dt )sn + ndt sn−1

=
(
bt s2 − (bt + dt )s + dt

)
·
∂

∂s
fs(n)

Since the process is non-explosive and fs and Lt fs are bounded on finite time-intervals, the forward
equation holds. We obtain

∂

∂t
Gt (s) =

∂

∂t
E [ fs(Xt )] = E [(Lt fs)(Xt )]

= (bt s2 − (bt + dt )s + dt ) · E
[
∂

∂s
sXt

]
= (bt s − dt )(s − 1) ·

∂

∂s
Gt (s),

G0(s) = E
[
sX0

]
= s

The solution of this first order partial differential equation for s < 1 is

Gt (s) = 1 − ©­« e%t

1 − s
+

tˆ

0

bue%u duª®¬
−1

where %t :=
´ t

0 (du − bu) du is the accumulated rate of decay. In particular, we obtain an explicit formula
for the extinction probability: Since b = d − %′,

P[Xt = 0] = lim
s↓0

Gt (s) =
©­«e%t +

tˆ

0

bne%u duª®¬
−1

= 1 − ©­«1 +
tˆ

0

due%u duª®¬
−1

.

Thus we have shown:

P[Xt = 0 eventually] = 1 ⇐⇒
∞̂

0

due%u du = ∞.
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5.2. Interacting particle systems on finite graphs

Let G = (V,E) be an (undirected) graph with V the set of vertices and E the set of edges. We write x ∼ y if
and only if {x, y} ∈ E . We call

S = TV = {η : V → T}

the configuration space. T can be the space of types, states, spins etc.
E.g.

T = {0,1}, η(x) =

{
1 particle at x
0 no particle at x

particle

no particle

Markovian dynamics: η(x) changes to state i with rate

ci(x, η) = gi
(
(η(x), (η(y))y∼x

)
i.e.

q(η, ξ) =

{
ci(x, η) if ξ = ηx,i

0 otherwise

where

ηx,i(y) =

{
η(y) for y , x
i for y = x

Example. (i) Contact process: (Spread of plant species, infection,...) T = {0,1}. Each particle
dies with rate d > 0, produces descendent at any neighbor site with rate b > 0 (if not occupied)

c0(x, η) = d

c1(x, η) = b · N1(x, η); N1(x, η) := |{y ∼ x : η(y) = 1}|

Spatial branching process with exclusion rule (only one particle per site).

(ii) Voter model: η(x) opinion of voter at x,

ci(x, η) = Ni(x, η) := |{y ∼ x : η(y) = i}|

changes opinion to i with rate equal to number of neighbors with opinion i.
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(iii) Ising model with Glauber (spin flip) dynamics: T = {−1,1}, β > 0 inverse temperature.
a) Metropolis dynamics:

∆(x, η) :=
∑
y∼x

η(y) = N1(x, η) − N−1(x, η) total magnetization

c1(x, η) := min
(
e2β ·∆(x,η),1

)
, c−1(x, η) := min

(
e−2β ·∆(x,η),1

)
.

b) Heath bath dynamics:

c1(x, η) =
eβ∆(x,η)

eβ∆(x,η) + e−β∆(x,η)
c−1(x, η) =

e−β∆(x,η)

eβ∆(x,η) + e−β∆(x,η)
.

β = 0 (infinite temperature): c1 ≡ c−1 ≡
1
2 . Random walk on hypercube {0,1}V .

β→∞ (zero temperature):

c1(x, η) =


1 if ∆(x, η) > 0
1
2 if ∆(x, η) = 0
0 if ∆(x, η) < 0

, c0(x, η) =


1 if ∆(x, η) < 0
1
2 if ∆(x, η) = 0
0 if ∆(x, η) > 0

.

Voter model with majority vote.

We now assume at first that the vertex set V is finite. In this case, the configuration space S = TV

is finite-dimensional. If, moreover, the type space T is also finite then S itself is a finite graph w.r.t. the
Hamming distance

d(η, ξ) = |{x ∈ V ; η(x) , ξ(x)}|

Hence a continuous time Markov chain (ηt,Px) on the configuration space can be constructed as above from
the jump rates qt (ξ, η). The process is non-explosive, and the asymptotic results for Markov chains with
finite state space apply. In particular, if irreducibility holds then there exists a unique invariant probability
measure, and the ergodic theorem applies.

Example. (i) Ising Model: The Boltzmann distribution

µβ(η) = Z−1
β e−βH(η), Zβ =

∑
η

e−βH(η),

with Hamiltonian

H(η) =
1
2

∑
{x,y }∈E

(η(x) − η(y))2 =
∑
{x,y }∈E

η(x)η(y) + |E |

is invariant, since it satisfies the detailed balance condition

µβ(η)q(η, ξ) = µβ(ξ)q(ξ, η) ∀ ξ, η ∈ S.

Moreover, irreducibility holds - so the invariant probability measure is unique, and the ergodic
theorem applies.

(ii) Voter model: The constant configurations i(x) ≡ i, i ∈ T , are absorbing states, i.e. cj(x, i) = 0
for all x ∈ V and j , i. Any other state is transient, so

P

[⋃
i∈T

{ηt = i eventually}

]
= 1.

Moreover, the integer valued process

Ni(ηt ) := |{x ∈ V : ηt (x) = i}|
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is a martingale (Exercise), so

Ni(ξ) = Eξ [Ni(ηt )]
t→∞
−→ Eξ [Ni(η∞)] = |V | · Pξ [ηt = i eventually], i.e.,

P[ηt = i eventually] = Ni(η)/|V |.

The invariant probability measures are the Dirac measures δi, i ∈ T , and their convex combina-
tions.

(iii) Contact process: The configuration z is absorbing, all other states are transient. Hence δz is
the unique invariant measure and ergodicity holds.

We see that on finite graphs the situation is rather simple as long as we are only interested in existence and
uniqueness of invariant measures, and ergodicity. Below, we will show that on infinite graphs the situation
is completely different, and phase transitions occur. On finite subgraphs of an infinite graph these phase
transitions effect the rate of convergence to the stationary distribution and the variances of ergodic averages
but not the ergodicity properties themselves.

Mean field models

Suppose that G is the complete graph with n vertices, i.e.

V = {1, . . . ,n} and E = {{x, y} : x, y ∈ V}

Let

Ln(η) =
1
n

n∑
x=1

δη(x)

denote the empirical distribution of a configuration η : {1, . . . ,n} → T , the mean field. In a mean-field
model the rates

ci(x, η) = fi(Ln(η))

are independent of x, and depend on η only through the mean field Ln(η).

Example. Multinomial resampling (e.g. population genetics), mean field voter model.
With rate 1 replace each type η(x), x ∈ V , by a type that is randomly selected from Ln(η):

ci(x, η) = Ln(η)(i) =
1
n
|{x ∈ V : η(x) = i}|

As a special case we now consider mean-field models with type space T = {0,1} or T = {−1,1}. In this
case the empirical distribution is completely determined by the frequence of type 1 in a configuration:

Ln(η) ←→ N1(η) = |{x : η(x) = 1}|

ci(x, y) = f̃i(N1(η))

If (ηt,Px) is the corresponding mean field particle system, then (Exercise) Xt = N1(η) is a birth-death process
on {0,1, . . . ,n} with birth/death rates

b(k) = (n − k) · f̃1(k), d(k) = k · f̃0(k)

where (n − k) is the number of particles with state 0 and f̃1(k) is the birth rate per particle.
 Explicit computation of hitting times, stationary distributions etc.!
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Example. (i) Binomial resampling: For multinomial resampling with T = {0,1} we obtain

b(k) = d(k) =
k · (n − k)

n

(ii) Mean-field Ising model: For the Ising model on the complete graph with inverse temperature
β and interaction strength 1

n the stationary distribution is

µβ(η) ∝ e−
β

4n
∑

x ,y (η(x)−η(y))
2
∝ e

β
2n

∑
x η(x)·

∑
y η(y) = e

β
2nm(η)

2

where

m(η) =
n∑

x=1
η(x) = N1(η) − N−1(η) = 2N1(η) − n

is the total magnetization. Note that each η(x) is interacting with the mean field 1
n

∑
η(y), which

explains the choice of interacting strength of order 1
n . The birth-death chain N1(ηt ) corresponding

to the heat bath dynamics has birth and death rates

b(k) = (n − k) ·
eβ

k
n

eβ
k
n + eβ

n−k
n

, d(k) = k ·
eβ

n−k
n

eβ
k
n + eβ

n−k
n

and stationary distribution

µ̄β(k) =
∑

η : N1(η)=k

µβ(η) ∝

(
n
k

)
2−ne

2β
n (k−

n
2 )

2
, 0 ≤ k ≤ n

The binomial distribution Bin(n, 1
2 ) has a maximum at its mean value n

2 , and standard deviation
√
n

2 . Hence for large n, the measure µ̄β has one sharp mode of standard deviation O(
√

n) if β is
small, and two modes if β is large:

| | |

0 n
2

n

β ≪ 1

| |

0 n

β ≫ 1

The transition from uni- to multimodality occurs at an inverse temperature βn with

lim
n→∞

βn = 1 (Exercise)

The asymptotics of the stationary distribution as n→∞ can be described more accurately using
large deviation results, cf. below.
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Now consider the heat bath dynamics with an initial configuration η0 with N1(η0) ≤
n
2 , n even, and let

T := inf
{
t ≥ 0 : N1(ηt ) >

n
2

}
.

By the formula for mean hitting times for a birth-and-death process,

E[T] ≥
µ̄β

({
0,1, . . . , n2

})
µ̄β

(
n
2
)
· b

(
n
2
) ≥

1
2

µ̄β
(
n
2
)
· n2
≥

eβ
n
2

n2n

since

µ̄β

(n
2

)
=

(
n
n
2

)
· e−

βn
2 µ̄β(0) ≤ 2ne−

βn
2 .

Hence the average time needed to go from configurations with negative magnetization to states with positive
magnetization is increasing exponentially in n for β > 2 log 2. Thus although ergodicity holds, for large n
the process gets stuck for a very large time in configurations with negative resp. positive magnetization.
 Metastable behaviour.
More precisely, one can show using large deviation techniques that metastability occurs for any inverse

temperature β > 1, cf. below.

5.3. Interacting particle systems on Zd

In this section we consider an explicit construction for a class of continuous time Markov processes with
unbounded jump intensities. Since these processes may have infinitely many jumps in a finite time interval,
the construction can not be carried out as easily as for processes with finite jump intensity. This section is
partially based on the lecture notes [14] by R. Durrett and the monograph [35] by T. Liggett.

Graphical construction of interacting particle systems

In the setup introduced above, we now consider the case where V = Zd and E = {(x, y) : |x − y | = 1} is the
usual graph structure on Zd. The state space T for each particle is a finite set. We endow the configuration
space

S = TZ
d

=
{
η : Zd → T

}
with the product topology, i.e., a sequence (ηk)k∈N of configurations in S converges to a limit configuration
η if and only if ηk(x) → η(x) for any x ∈ Zd. Since T is finite, this means that locally (on finite subsets of
Zd), convergent sequences of configurations are eventually constant:

ηk → η ⇔ For every x ∈ Zd, ηk(x) = η(x) eventually.

Throughout this section, we impose the following assumptions on the jump rates:
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(A1) Uniformly bounded jump rates: There exists λ ∈ (0,∞) such that

ci(x, η) ≤ λ for all i ∈ T, x ∈ Zd and η ∈ S.

(A2) Translation invariance and nearest neighbour interactions: There exist functions gi : T2d+1 → [0,∞)
such that

ci(x, η) = gi
(
η(x), (η(y))y∼x

)
for all i ∈ T, x ∈ Zd and η ∈ S.

Note that since there are infinitely many particles, the total jump intensity is usually infinite. We now give
an explicit construction of an interacting particle system corresponding to the given jump rates. To this end,
we introduce a family (Nx,i

t )t≥0 (x ∈ Zd, i ∈ T) of independent Poisson processes with rate λ. At each of
the arrival times

T x,i
n = inf

{
t ≥ 0 : Nx,i

t = n
}

(n ∈ N, x ∈ Zd, i ∈ T),

a jump of the particle at x to state i is proposed. Note that almost surely, all the arrival times are different,
and thus there is no ambiguity about which of two proposed jumps should be taken into account first. To
obtain the correct transition rates, proposed jumps are carried out with probability ci(x, η)/λ. To decide
whether the jumps are carried out, we introduce an independent family of independent random variables
Ux,i
n (x ∈ Zd, i ∈ T) that are uniformly distributed on (0,1). Now, we would like to carry out transitions

according to the following rule:
Recipe: At time T x,i

n , change η(x) to i provided Ux,i
n ≤ ci(x, η)/λ.

The problem with this approach is however, that since there are infinitely many Poisson processes, there
will be infinitely many proposed transitions in each finite time interval. In particular, there is no first
transition, and so it is not possible to construct the transitions sequentially!

So how can we nevertheless consistently define a process from the jump times? The idea is to use that
during a small time interval, the state ηt (x) at position x is only influenced by the particles in a finite
neighbourhood of x. More precisely, we will see that if t − s ≥ 0 is sufficiently small, then Zd splits into
almost surely finite random components that do not influence each other between times s and t. Then the
construction of ηt from ηs can be carried out independently on each of these components.

For a finite subset A ⊂ Zd and ξ ∈ S, the restricted configuration space

Sξ,A := {η ∈ S : η = ξ on Ac}

is finite. Hence for all s ≥ 0, there exists a unique Markov jump process (η(s,ξ ,A)t )t≥s on Sξ,A with initial
condition η(s,ξ ,A)s = ξ and transitions η → ηx,i at times T x,i

n whenever x ∈ A and Ux,i
n ≤ ci(x, η)/λ. Our

goal is now to define a Markov process η(s,ξ)t on S for t − s small by setting

η
(s,ξ)
t (x) := η

(s,ξ ,A)
t (x)

where A is an appropriately chosen finite neighborhood of x. The neighborhood should be chosen in such a
way that during the considered time interval, the configuration η(s,ξ)t restricted to A has only been effected
by previous values on A. That this is possible is guaranteed by the crucial observation in the next lemma.
For 0 ≤ s ≤ t we define a random subgraph (Zd,Es,t (ω)) of (V,E) by setting

Es,t =
{
{x, y} ∈ E : For some n ∈ N and i ∈ T, T x,i

n ∈ (s, t] or Ty,i
n ∈ (s, t]

}
If the state of the particle at x effects the state of the particle at y during the time interval (s, t] or vice versa
then {x, y} ∈ Es,t .
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Lemma 5.7. If
t − s ≤

1
8 · d2 · |T | · λ

=: δ

then
P

[
all connected components of (Zd,Es,t ) are finite

]
= 1.

Proof. By translation invariance it suffices to show

P[|Cs,t
0 | < ∞] = 1

where Cs,t
0 is the component of (Zd,Es,t ) containing 0. If x is in Cs,t

0 then there exists a self-avoiding path
in (Zd,Es,t ) starting at 0 with length ≥ ‖x‖l1 . Hence

P[∃ x ∈ Cs,t
0 : ‖x‖l1 ≥ 2n − 1]

≤ P[∃ self-avoiding path z0 = 0, z1, . . . , z2n−1 s.t. (zk, zk+1) ∈ Es,t ∀ i]

≤ 2d(2d − 1)2n−2
n−1∏
i=0

P[(z2k, z2k+1) ∈ Es,t ]

Herewe have used that the events {(z2k, z2k+1) ∈ Es,t }, k = 0,1, . . . ,n−1, are independent, and 2d(2d−1)2n−2

is an upper bound for the number of self-avoiding paths z0, z1, . . . z2n−1 in Zd starting at 0. Hence,

P
[
∃ x ∈ Cs,t

0 : ‖x‖l1 ≥ 2n − 1
]
≤

2d
(2d − 1)2

(
(2d − 1)2(1 − e−2 |T |λ(t−s))

)n
where e−2 |T |λ(t−s) is the probability that no arrival occurs during [s, t] in the 2|T | independent Poisson
processes Nz2k ,i and Nz2k+1,i, i ∈ T . Using the upper bound 1 − e−x ≤ x, we see that for t − s ≤ δ, the right
hand side converges to 0 as n→∞. Hence in this case, Cs,t

0 is almost surely finite. �

Remark (Connection to percolation). The random graphs (Zd,Es,t ) actually form a dynamic percolation
model. One can show that there is a phase transition: If t − s is large then the random graph almost surely
contains an infinite component.

As a consequence of the lemma, for time intervals [t, t + h] of length h ≤ δ, we can construct the
configuration up to time t + h from the configuration at time t in each component of the random graph by
the standard construction for jump processes with finite state space. Iterating this procedure, we obtain the
dynamics for all times.

Theorem 5.8 (Construction of IPS on Zd). Let s ∈ [0,∞) and ξ ∈ TZ
d . Then there exists a unique (up

to equivalence) stochastic process (η(s,ξ)t )t≥s with state space TZ
d such that almost surely,

(i) η(s,ξ)s = ξ

(ii) For every t ∈ [s,∞) and h ∈ [0, δ], and for each connected component C of (Zd,Et ,t+h), the
configuration η(s,ξ)

t+h

���
C
is obtained from η

(s,ξ)
t

���
C
by subsequently taking into account the finite number

of transitions in C during [t, t + h].

We do not carry out the relatively straightforward details of the proof. Note that the theorem allows not
only to construct the process for a given initial configuration, but indeed we obtain the processes starting
from arbitrary initial configurations on a joint probability space. In other words, we have really constructed
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the stochastic flow of the interacting particle system. More generally, we can even realize the dynamics for
different jump rates that are bounded by λ on a joint probability space, i.e., the construction automatically
provides a coupling between interacting particle systems with different transition rates. Let

η
ξ
t := η

(0,ξ)
t

denote the process started at time 0. The cocycle property

η
ξ
t = η

(s,η
ξ
s )

t for all 0 ≤ s ≤ t (5.16)

follows directly from of our construction of the process. As a consequence, one can verify that the interacting
particle system is a Markov process.

Corollary 5.9. The stochastic dynamics constructed in Theorem 5.8 has the following properties.

(i) Time-homogeneity:
(
η
(s,ξ)
s+t

)
t≥0
∼

(
η
ξ
t

)
t≥0

(ii) Markov property: (ηξt ,P) is a time homogeneous Markov process with transition semigroup

(pt f )(ξ) = E[ f (ηξt )]

(iii) Feller property: f ∈ Cb(S) =⇒ pt f ∈ Cb(S) ∀ t ≥ 0

(iv) Spatial homogeneity: Let ξ : Ω → S be a random variable that is independent of the Poisson
processes (Nx,i

t ) and the random variables Ux,i
n for all x, i and n. If the law of ξ is translation

invariant, i.e., ξ(x + •) ∼ ξ for all x ∈ Zd, then the law of ηξt is translation invariant for all t ≥ 0.

We remark that by compactness, functions on S that are continuous w.r.t. the product topology are
automatically bounded. Thus the Feller property means that pt maps continuous functions to continuous
functions.

Proof (Sketch). (i) follows from the time homogeneity of the Poisson processes (Nx,i
t ) and the fact that

the random variables Ux,i
n are i.i.d.

(ii) Let 0 ≤ s ≤ t and f ∈ F+(S). Then by the cocycle property (5.16),

E
[

f
(
η
ξ
t

) ��� Fs] (ω) = E

[
f

(
η

(
s,η

ξ
s

)
t

) ����� Fs
]
(ω) = E

[
f

(
η

(
s,η

ξ
s (ω)

)
t

)]
= E

[
f
(
η
η
ξ
s (ω)

t−s

)]
= (pt−s f )

(
η
ξ
s (ω)

)
.

Here we have used in the second step that η

(
s,η

ξ
s

)
t is a function of ηξs and the arrivals of the Poisson

process after time s which are independent of Fs.

(iii) We want to show that for f ∈ Cb(S) and t ≥ 0, ξ 7→ (pt f )(ξ) is continuous. Hence let ξn be a sequence
in S such that ξn → ξ w.r.t. the product topology. Then for every x ∈ Zd, ξn(x) → ξ(x). Since T is
finite, this implies that ξn = ξ eventually on each finite set C ⊂ Zd, and hence on each component of(
Zd,E0,δ

)
. Thus if t ≤ δ then by the componentwise construction of the dynamics up to time δ,

η
ξn
t (x) = η

ξ
t (x) eventually
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holds with probability one for every x ∈ Zd, i.e.,

η
ξn
t → η

ξ
t almost surely.

Thus for f ∈ Cb(S) and t ≤ δ, f
(
η
ξn
t

)
→ f

(
η
ξ
t

)
, and hence

(pt f )(ξn) = E
[

f
(
η
ξn
t

)]
−→ (pt f )(ξ)

follows by dominated convergence. Thus the Feller property holds for t ≤ δ. Finally, for arbitrary
t ≥ 0, the Feller property holds since by the semigroup property, pt = pt−δ bt/δc p bt/δcδ .

(iv) Spatial homogeneity follows from the assumption that the transition rates ci(x, η) are translation
invariant (A2), and the fact that the random variables((

T x,i
n

)
n,i
,
(
Ux,i
n

)
n,i

)
, x ∈ Zd,

are identically distributed. �

Identification of the generator

By Corollary 5.9, the interacting particle systems constructed above induce Feller semigroups on the Banach
space E = C(TZ

d
) endowed with the supremum norm. Our next goal is to identify the corresponding

generators L. Although the formal expression for the generator is easy to guess, it will be a bit tricky to
identify the correct domain. In infinite dimensions, the rôle of smooth test functions is often taken over by
cylinder functions, i.e., finitely based functions. On the configuration space TZ

d , these take the form

f (ξ) = ϕ(ξ(x1), ξ(x2), . . . , ξ(xk)) (5.17)

for some k ∈ N, x1, . . . xk ∈ Zd and a function ϕ : Tk → R.

Lemma 5.10. The linear subspace C consisting of all cylinder functions is dense in C(TZ
d
) w.r.t. the

supremum norm.

Proof. Let An = [−n,n]d ∩ Zd. For ξ ∈ TZ
d and n ∈ N, we define ξn ∈ TZ

d by

ξn(x) =

{
ξ(x) for x ∈ An,

t0 for x < An,

where t0 is an arbitrary fixed element in T . Since for every fixed x ∈ Zd, ξn(x) = ξ(x) eventually, the
sequence (ξn)n∈N converges pointwise to ξ.

We now approximate an arbitrary function f ∈ C(TZ
d
) by the cylinder functions fn(ξ) := f (ξn), n ∈ N.

By continuity of f (w.r.t. the product topology, i.e., pointwise convergence),

fn(ξ) → f (ξ) for all ξ ∈ TZ
d

.

Since TZ
d is compact, and all the functions are continuous, this pointwise convergence of functions on TZ

d

implies uniform convergence. Thus f is indeed a uniform limit of cylinder functions. �

In a first step, we now identify the generator on cylinder functions. The advantage of cylinder functions is
that the infinite sum over all possible jumps occurring in the formal expression (5.18) for the generator has
only finitely many non-zero entries.
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Theorem 5.11 (Generator on cylinder functions). Every cylinder function f of the form (5.17) is in the
domain of the Feller generator L, and L f = L f where

(L f )(ξ) =
∑
x∈Zd
i∈T

ci(x, ξ)
(

f (ξx,i) − f (ξ)
)
. (5.18)

Proof. The process N̄t :=
∑k

j=1
∑

i∈T Nx j ,i
t counts all possible jumps that can change the value of the cylinder

function f . By the superposition principle for Poisson processes, this process is again a Poisson process
with finite intensity k |T |λ. Thus as t ↓ 0, the probability P[N̄t > 1] is of order O(t2). Therefore,

(pt f )(ξ) − f (ξ) = E[ f (ηξt ) − f (ξ)] = E[ f (ηξt ) − f (ξ); N̄t = 1] + O(t2)

=
∑
j ,i

(
f (ξx j ,i) − f (ξ)

)
· P

[
Nx j ,i
t = 1, Ux j ,i

1 ≤ ci(x, ξ)/λ
]
+O(t2)

=
∑
j ,i

λt ·
ci(xj, ξ)

λ
·

(
f (ξx j ,i) − f (ξ)

)
+O(t2)

= f (ξ) + t · (L f )(ξ) +O(t2)

where the constants of order O(t2) can be chosen independently of ξ. �

Since the space C of all cylinder functions is dense in the Banach space E = C(TZ
d
), Theorem 5.13

implies in particular that the transition function (pt )t≥0 induces a strongly continuous contraction semigroup
(Pt )t≥0 of linear operators on E . Moreover, the generator (L,Dom(L)) extends the operator (L,C). In order
to identify the precise domain of the generator, we introduce another norm on functions f : TZ

d
→ R. For

x ∈ Zd let
∆ f (x) := sup

{
| f (ξx,i) − f (ξ)| : i ∈ T, ξ ∈ TZ

d
}

denote the maximal change of the value of f if only the state of the particle at x is varied. Then the triple
norm of f is defined as

9 f9 :=
∑
x∈Zd

∆ f (x) = ‖∆ f ‖`1(Zd ).

The triple norm has some similarity to a Lipschitz norm, although the supremum and the sum are taken in a
reverse order. Let

A :=
{

f ∈ C(TZ
d

) : 9 f9 < ∞
}
.

Lemma 5.12. The following bounds hold for every f ∈ A.

(i) For every ξ ∈ TZ
d , the series (5.18) defining (L f )(ξ) is absolutely convergent, and

‖L f ‖sup ≤ λ |T | 9 f 9 .

(ii) For every t ∈ [0, δ],
9Pt f9 ≤ E

[
|C0,t

0 |
]
9 f 9 .

Proof. (i) holds since by Assumption (A1),∑
x∈Zd

∑
i∈T

ci(x, ξ) | f (ξx,i) − f (ξ)| ≤ λ |T |
∑
x∈Zd

∆ f (x).
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(ii) By construction, for t ≤ δ, a modification of the initial configuration at position x only effects the
configuration at time t on the component C0,t

x . Therefore,

��(Pt f )(ξx,i) − (Pt f )(ξ)
�� ≤ E

[
| f (ηξ

x ,i

t ) − f (ηξt )|
]
≤ E


∑

y∈C0,t
x

∆ f (y)


holds for all x, i and ξ. Since y is in C0,t
x if and only if x is in C0,t

y , we obtain

9Pt f9 ≤
∑
x∈Zd

E


∑
y∈C0,t

x

∆ f (y)
 =

∑
y∈Zd

E


∑

x∈C0,t
y

∆ f (y)

 =
∑
y∈Zd

∆ f (y) E
[
|C0,t

y |
]
.

The assertion follows, because by translation invariance, E[|C0,t
y |] does not depend on y. �

We are now ready to identify the generator of the particle system.

Theorem 5.13 (Domain of the generator). The generator (L,Dom(L)) of the semigroup (Pt )t≥0 on the
Banach space C(TZ

d
) extends the operator (L,A) defined by (5.18). Furthermore, bothA and C are cores

for the generator.

Proof. By Lemma 5.12, we can control the graph norm of L by the triple norm. More precisely, for any
f ∈ A,

‖ f ‖L = ‖ f ‖sup + ‖L f ‖sup ≤ ‖ f ‖sup + λ |T | 9 f 9 . (5.19)

This bound implies that the cylinder functions are dense in A w.r.t. the graph norm. To verify this, we
approximate an arbitrary function f ∈ A by the same sequence ( fn)n∈N of cylinder functions as in the proof
of Lemma 5.10. We already know that fn → f uniformly. Hence for every x ∈ Zd,

∆( f − fn)(x) ≤ sup
ξ,i

(
|( f − fn)(ξx,i)| + |( f − fn)(ξ)|

)
≤ 2 ‖ f − fn‖sup → 0

as n→ ∞. Moreover, ∆ fn(x) ≤ ∆ f (x), and thus ∆( f − fn)(x) ≤ 2∆ f (x). For f ∈ A, ∆ f (x) is summable.
Therefore, we can apply dominated convergence to conclude that

9 f − fn9 =
∑
x

∆( f − fn)(x) → 0 as n→∞.

Thus the space C of cylinder functions is dense inA w.r.t. the graph norm. By Theorem 5.13, the generator
(L,Dom(L)) extends the operator (L,C), and thus it also extends (L,A).

Furthermore, by the second assertion in Lemma 5.12, Pt (A) ⊆ A holds for t ∈ [0, δ], and hence for
arbitrary t ≥ 0 by the semigroup property. Therefore, by Theorem 4.15, A is a core for the generator.
Finally, since C is dense in A w.r.t. the graph norm, C is a core as well. �

5.4. Attractive particle systems and phase transitions

In this section, we consider attractive interacting particle systems over Zd. These particle systems preserve
stochastic order, and therefore comparison methods can be applied to study ergodic properties. As a
consequence, it will turn out that ergodicity is closely related to the absence of phase transitions. An
additional reference for this section is the monograph [35] by Liggett.
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Attractive particle systems

We consider an interacting particle system over Zd with state space T = {0,1}. Here η(x) = 1 and η(x) = 0
stand for the presence or absence of a particle at position x. Then a partial order on the configuration space
S = {0,1}Zd is defined by

η ≤ η̃ :⇔ η(x) ≤ η̃(x) for all x ∈ Zd .

Correspondingly, a function f : S → R is called increasing if and only if

f (η) ≤ f (η̃) whenever η ≤ η̃.

Definition 5.14 (Stochastic dominance). For probability measures µ, ν ∈ P(S) we set

µ 4 ν :⇔
ˆ

f dµ ≤
ˆ

f dν for every increasing bounded function f : S → R.

Exercise (Stochastic dominance I). Let µ and ν be probability measures onR. Prove that the following
statements are equivalent.

(i) µ 4 ν, i.e.,
´

f dµ ≤
´

f dν for every increasing function f ∈ Fb(R).

(ii) Fµ(c) = µ((−∞, c]) ≥ Fν(c) for all c ∈ R.

(iii) There exists a coupling realized by random variables X and Y with distributions µ and ν, respec-
tively, such that X ≤ Y almost surely.

Exercise (Stochastic dominance II). Let µ and ν be probability measures on the configuration space
S = {0,1}Zd , endowed with the product topology.

a) Prove that µ = ν if and only if
ˆ

f dµ =
ˆ

f dν for any increasing, bounded and continuous function f : S → R.

b) Conclude that if µ 4 ν and ν 4 µ then µ = ν.

Now consider again the stochastic dynamics constructed in the last section with transition rates c0(x, η)
and c1(x, η) satisfying Assumptions (A1) and (A2).

Definition 5.15 (Attractive particle system). The Markov process
(
(η
ξ
t )t≥0,P

)
is called attractive if and

only if for all x ∈ Zd,

η ≤ η̃ , η(x) = η̃(x) ⇒ c1(x, η) ≤ c1(x, η̃) and c0(x, η) ≥ c0(x, η̃). (5.20)

Example. The contact process, the voter model, as well as the Metropolis and the heat-bath dynamics
for the (ferromagnetic) Ising model are all attractive particle systems.

Theorem 5.16 (Attractive particle systems preserve stochastic order). If the dynamics is attractive then
the following statements hold.
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(i) If ξ ≤ ξ̃ then almost surely, ηξt ≤ η
ξ̃
t for all t ≥ 0.

(ii) If f : S → R+ is an increasing function then pt f is increasing for every t ≥ 0.

(iii) Monotonicity of pt : If µ 4 ν then µpt 4 νpt for all t ≥ 0.

Proof. (i) It can be easily checked that attractiveness implies that for the dynamics constructed in the
last section, every transition at a fixed position x ∈ Zd is order preserving. If, for example, before
a possible transition at time T x,1

n , η ≤ η̃ and η(x) = η̃(x) = 0, then after the transition, η(x) = 1 if
Ux,1
n ≤ c1(x, η)/λ, but in this case also η̃(x) = 1 since c1(x, η) ≤ c1(x, η̃) by attractiveness. The other

cases are checked similarly.

The claim now follows from the componentwise construction of the dynamics on time intervals of
length ≤ δ.

(ii) Suppose that f is increasing and ξ ≤ ξ̃. Then by (i),

(pt f )(ξ) = E
[

f (ηξt )
]
≤ E

[
f (ηξ̃t )

]
= (pt f )(ξ̃).

(iii) Suppose that µ 4 ν. If f is bounded and increasing, then pt f is increasing as well. Therefore, by
Fubini’s lemma,

ˆ
f d(µpt ) =

ˆ
pt f dµ ≤

ˆ
pt f dν =

ˆ
f d(νpt ).

This implies µpt 4 νpt . �

The minimal respectively maximal probability measure on S w.r.t. stochastic order are the Dirac measures
δ0 and δ1 where 0 and 1 denote the corresponding constant configurations in S.

Theorem 5.17 (Extremal invariant probability measures). For an attractive particle system on {0,1}Zd ,
the following assertions hold.

(i) The functions t 7→ δ0pt and t 7→ δ1pt are increasing respectively decreasing w.r.t. 4.

(ii) The limits µ := limt→∞ δ0pt and µ̄ := limt→∞ δ1pt exist w.r.t. weak convergence in P(S).

(iii) Both µ and µ̄ are invariant probability measures for (pt )t≥0.

(iv) Every invariant probability measure π satisfies

µ 4 π 4 µ̄.

Proof. (i) Let 0 ≤ s ≤ t. Since δ0 4 δ0pt−s, the monotonicity of ps implies

δ0ps 4 δ0pt−sps = δ0pt .

(ii) This follows by monotonicity and compactness: Since S = {0,1}Zd is compact w.r.t. the product
topology, P(S) is compact w.r.t. weak convergence. Thus it suffices to show that any two subsequential
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limits µ1 and µ2 of δ0pt coincide. Suppose that f is an increasing continuous function. Then by (i),´
f d(δ0pt ) is increasing in t, and hence

ˆ
f dµ1 = lim

t↑∞

ˆ
f d(δ0pt ) =

ˆ
f dµ2 .

By the exercise above, this implies µ1 = µ2.

(iii) Let t ≥ 0. By Corollary 5.9, pt is Feller. Therefore, for all f ∈ Cb(S),
ˆ

f d(µpt ) =
ˆ

pt f dµ = lim
s→∞

ˆ
pt f d(δ0ps) = lim

s→∞

ˆ
f d(δ0pspt ) = lim

s→∞

ˆ
f d(δ0ps) =

ˆ
f dµ,

and thus µ = µpt . Similarly, µ̄ = µ̄pt .

(iv) Since π is invariant,

δ0pt 4 πpt = π 4 δ1pt

for all t ≥ 0. Considering the limit as t →∞, we obtain µ 4 π 4 µ̄. �

Corollary 5.18 (Invariant probability measures and ergodicity for attractive IPS). For an attractive
particle system, the following statements are equivalent:

(i) There is a unique invariant probability measure.

(ii) µ = µ̄.

(iii) There exists a probability measure µ on S such that νpt → µ for any ν ∈ P(S).

Proof. By Theorem 5.17, (i) and (ii) are equivalent.
Moreover, for every ν ∈ P(S), we have δ0 4 ν 4 δ1, and hence

δ0pt 4 νpt 4 δ1pt for all t ≥ 0. (5.21)

If (ii) holds then δ0pt and δ1pt both converge weakly to µ. Using (5.21) and the exercise above, one can
now conclude that every subsequential limit of νpt coincides with µ. By compactness of P(S), this implies
that νpt converges weakly to µ. This proves “(ii)⇒(iii)”, and the converse implication is obviously true as
well. �

Contact process on Zd

For the contact process, c0(x, η) = δ and c1(x, η) = b · N1(x, η) where the birth rate b and the death rate δ
are positive constants. Since the zero configuration is an absorbing state, µ = δ0 is the minimal invariant
probability measure. The question now is if there is another (non-trivial) invariant probability measure, i.e.,
if µ̄ , µ.

Theorem 5.19. If 2db < δ then δ0 is the only invariant probability measure, and ergodicity holds.
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Proof. By the forward equation and translation invariance,
d
dt

P
[
η1
t (x) = 1

]
= −δP

[
η1
t (x) = 1

]
+

∑
y : |x−y |=1

b · P
[
η1
t (x) = 0, η1

t (y) = 1
]

≤ (−δ + 2db) · P
[
η1
t (x) = 1

]
for all x ∈ Zd. Hence if 2db < δ then

µ̄ ({η : η(x) = 1}) = lim
t→∞
(δ1pt )({η : η(x) = 1}) = lim

t→∞
P

[
η1
t (x) = 1

]
= 0

for all x ∈ Zd, and thus µ̄ = δ0. �

Conversely, one can show that for b sufficiently small (or δ sufficiently large), there is a nontrivial invariant
probability measure. The proof is more involved, see Liggett [35]. Thus a phase transition from ergodicity
to non-ergodicity occurs as b increases.

Ising model on Zd

We consider either the heat bath or the Metropolis dynamics for the Ising model on S = {−1,+1}Zd with
inverse temperature β ∈ [0,∞).

Finite volume

Let A ⊆ Zd be finite. Then the restricted configuration spaces

S+,A := {η ∈ S : η = +1 on Ac} and S−,A := {η ∈ S : η = −1 on Ac}

corresponding to “+” and “-” boundary conditions outside A are finite. For initial configurations ξ ∈ S+,A
or ξ ∈ S−,A, we denote by η

ξ,A
t the dynamics constructed as above, but taking into account only transitions

in A. Then
(
η
ξ,A
t ,P

)
is a continuous time Markov chain on S+,A, S−,A, respectively, with generator

(L f )(η) =
∑
x∈A

i∈{−1,+1}

ci(x, η) ·
(

f (ηx,i) − f (η)
)
.

Let
H(η) =

1
4

∑
x,y∈Zd

|x−y |=1

(η(x) − η(y))2

denote the Ising Hamiltonian. Note that for η ∈ S+,A or η ∈ S−,A, only finitely many summands do not
vanish, and so H(η) is finite. The probability measures

µ+,Aβ (η) =
1

Z+,Aβ

e−βH(η), η ∈ S+,A, where Z+,Aβ =
∑

η∈S+,A

e−βH(η)

on S+,A, and µ−,Aβ on S−,A defined correspondingly satisfy the detailed balance conditions

µ+,Aβ (ξ)L(ξ, η) = µ+,Aβ (η)L(η, ξ) for all ξ, η ∈ S+,A,

µ−,Aβ (ξ)L(ξ, η) = µ−,Aβ (η)L(η, ξ) for all ξ, η ∈ S−,A.

Since S+,A and S−,A are finite and irreducible this implies that µ+,Aβ and µ−,Aβ are the invariant probability
measures of (ηξ,At ,P) for ξ ∈ S+,A, ξ ∈ S−,A, respectively. Thus in finite volume there are several processes
corresponding to different boundary conditions (which affect the Hamiltonian) but each of them has a unique
invariant probability measure. Conversely, in infinite volume there is only one process, but it may have
several invariant probability measures.
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Infinite volume

To identify the invariant probabilitymeasures for the process onZd, we use an approximation by the dynamics
in finite volume. For n ∈ N let

An := [−n,n]d ∩ Zd .

The sequences µ+,An

β and µ−,An

β (n ∈ N), are decreasing respectively increasing w.r.t. stochastic dominance.
Hence by compactness of {−1,+1}Zd , there exist weak limits

µ+β := lim
n↑∞

µ+,An

β and µ−β := lim
n↑∞

µ−,An

β .

For a finite set A ⊂ Zd and ξ ∈ S, the Boltzmann-Gibbs distribution with boundary condition ξ on Zd \ A is
defined by

µ
ξ,A
β (η) :=

1
Zξ,Aβ

e−βH(η), η ∈ Sξ,A := {η ∈ S : η = ξ on Ac} ,

where Zξ,Aβ is the corresponding normalizing constant. For ξ ≡ +1 and ξ ≡ −1, we recover the measures
µ+,Aβ and µ−,Aβ introduced above.

Definition 5.20 (Gibbs measure). A probability measure µβ on S is called a Gibbs measure for the Ising
Hamiltonian on Zd at inverse temperature β > 0 if and only if for every finite set A ⊂ Zd, a regular version
of the conditional probability given ξ(x) for all x ∈ Zd \ A is given by

µβ

(
·
�� η = ξ on Zd \ A

)
= µ

ξ,A
β .

For β = 0, the components are independent, and hence the product measure
⊗

x∈Zd Unif{−1,+1} is the
unique Gibbs measure. In general, one can show that µ+β and µ−β are the extremal Gibbs measures for the
Ising model w.r.t. stochastic dominance, see e.g. [41]. We say that a phase transition occurs if for some
inverse temperature β > 0, there are several Gibbs measures. This is the case if and only if µ+β , µ−β .

The following theorem shows that phase transitions occur for Ising models in dimension d ≥ 2.

Theorem 5.21 (Phase transition for two dimensional Ising model; Peierl). For d = 2 there exists βc ∈
(0,∞) such that for β > βc,

µ+β ({η : η(0) = −1}) <
1
2
< µ−β ({η : η(0) = −1}) ,

and thus µ+β , µ−β .

The cluster swapping argument in the following proof goes back to Peierl.

Proof. Let C0(η) denote the connected component of 0 in {x ∈ Zd : η(x) = −1}, and set C0(η) = ∅ if
η(0) = +1. Let A ⊆ Zd be finite and non-empty. For η ∈ S with C0(η) = A let η̃ denote the configuration
obtained by reversing all spins in A. Since the energy of a configuration is twice the length of the boundary
between the plus and minus spins,

H(η̃) = H(η) − 2|∂A|.
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Therefore, for any n ∈ N,

µ+,nβ (C0 = A) =
∑

η : C0(η)=A

µ+,nβ (η) ≤ e−2β |∂A |
∑

η : C0(η)=A

µ+,nβ (η̃)︸                ︷︷                ︸
≤1

≤ e−2β |∂A | .

Thus we obtain

µ+,nβ ({η : η(0) = −1}) =
∑
A⊂Zd
A,∅

µ+,nβ (C0 = A) ≤
∞∑
L=4

e−2βL ��{A ⊂ Zd : 0 ∈ A, |∂A| = L}
��

≤

∞∑
L=4

e−2βLL2 · 4 · 3L−1.

Here we have used that ∂A is a self-avoiding path in Z2 of length L, starting in
(
− L

2 ,
L
2
)2, and the number of

such paths is bounded by L2 · 4 · 3L−1.
As n→∞, we see that there exists βc ∈ (0,∞) such that for all β > βc,

µ+β ({η : η(0) = −1}) <
1
2
.

Similarly, by symmetry,

µ−β ({η : η(0) = −1}) = µ+β ({η : η(0) = +1}) >
1
2

for β > βc. �

We now want to link the existence of a phase transition to the non-ergodicity of the stochastic dynamics.
We start with a preparatory lemma. For ξ ∈ S, we define ξn ∈ S+,An by

ξn(x) :=

{
ξ(x) for x ∈ An,

+1 for x ∈ Zd \ An.

Lemma 5.22. For all x ∈ Zd,

lim
n→∞

P
[
η
ξ
t (x) , η

ξn ,An
t (x) for some ξ ∈ S and some t ∈ [0, δ]

]
= 0. (5.22)

Proof. Let C0,δ
x denote the component containing x in the random graph

(
Zd,E0,δ

)
. If C0,δ

x ⊆ An then the
modifications in the initial condition and the transition mechanism outside An do not affect the value at x
before time δ. Hence the probability in (5.22) can be estimated by

P
[
C0,δ
x ∩ Ac

n , ∅
]
,

which goes to 0 as n→∞ by Lemma 5.7 above. �

Let pt denote the transition semigroup of the process on {−1,1}Zd . Since the dynamics is attractive,

µ̄β = lim
t→∞

δ+1pt and µ
β
= lim

t→∞
δ−1pt

are extremal invariant probability measures w.r.t. stochastic dominance. The following theorem identifies
µ̄β and µ

β
as the extremal Gibbs measures for the Ising Hamiltonian on Zd.
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Theorem 5.23 (Phase transitions and ergodicity). The upper and lower invariant probability measures
coincide with the extremal Gibbs measures, i.e.,

µ̄β = µ
+
β and µ

β
= µ−β .

In particular, ergodicity holds if and only if there is a unique Gibbs measure (i.e., if and only if µ+β = µ
−
β).

Proof. We show the following:

(i) µ̄β 4 µ+β ,

(ii) µ+β is an invariant probability measure for (pt )t≥0.

This implies µ̄β = µ+β , since by (ii) and the corollary above, µ+β 4 µ̄β , and thus µ+β = µ̄β by (i) and the
exercise above. µ−β = µβ follows similarly. It remains to prove (i) and (ii).

(i) It can be shown by a similar argument as in the proof of Theorem 5.16 that the attractiveness of the
dynamics implies that almost surely,

η1
t ≤ η1,An

t for all n ∈ N and t ≥ 0. (5.23)

As t → ∞, η1
t

D
−−→ µ̄β , and, by ergodicity of the dynamics in finite volume, η1,An

t

D
−−→ µ+,An

β .
Therefore, (5.23) implies that

µ̄β 4 µ+,An

β for all n ∈ N.

The assertion follows as n→∞.

(ii) By the semigroup property of (pt )t≥0, it is enough to show

µ+βpt = µ+β for all t < δ. (5.24)

Hence fix t ∈ [0, δ) and consider the transition semigroup(
pnt f

)
(ξ) := E

[
f (ηξn ,An

t )

]
on Sξn ,An . By detailed balance, we know that for all n ∈ N,

µ+,nβ pnt = µ+,nβ (5.25)

We want to pass to the limit as n → ∞. Let f (η) = φ (η(x1), . . . , η(xk)) be a cylinder function on S.
Then by (5.25),ˆ

pt f dµ+,nβ =

ˆ
pnt f dµ+,nβ +

ˆ (
pnt f − pt f

)
dµ+,nβ =

ˆ
f dµ+,nβ +

ˆ (
pnt f − pt f

)
dµ+,nβ . (5.26)

But for t ≤ δ and ξ ∈ S,��(pnt f )(ξ) − (pt f )(ξ)
�� ≤ E

[��� f (
η
ξn ,An
t

)
− f

(
η
ξ
t

)���] ≤ 2 sup | f | · P
[
∃ i ≤ k : ηξn ,An

t (xi) , η
ξ
t (xi)

]
,

and by Lemma 5.22, this expression converges to 0 uniformly in ξ as n→∞. Since µ+,nβ

w
→ µ+β , and

f and pt f are continuous by the Feller property, taking the limit in (5.26) as n→∞ yieldsˆ
f d

(
µ+βpt

)
=

ˆ
pt f dµ+β =

ˆ
f dµ+β

for all cylinder functions f , which implies (5.24). �
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In this chapter, we give constructions for solutions of several important classes of martingale problems. In
Section 6.1 the necessary tools for weak convergence of stochastic processes are developed and applied to
obtain Brownian motion as a universal scaling limit of random walks. In Section 6.2, the techniques are
generalized and applied to prove an existence result for diffusion processes in Rd.

6.1. From Random Walks to Brownian motion

Limits of martingale problems occur frequently in theoretical and applied probability. Examples include
the approximation of Brownian motion by random walks and, more generally, the convergence of Markov
chains to diffusion limits, the approximation of Feller processes by jump processes, the approximation of
solutions of stochastic differential equations by solutions tomore elementary SDEs or by processes in discrete
time, the construction of processes on infinite-dimensional or singular state spaces as limits of processes on
finite-dimensional or more regular state spaces etc. A general and frequently applied approach to this type
of problems can be summarized in the following scheme:

1. Write down generators Ln of the approximating processes and identify a limit generator L (on an
appropriate collection of test functions) such that Ln → L in an appropriate sense.

2. Prove tightness for the sequence (Pn) of laws of the solutions to the approximatingmartingale problems.
Then extract a weakly convergent subsequence.

3. Prove that the limit solves the martingale problem for the limit generator.

4. Identify the limit process.

The technically most demanding steps are usually 2 and 4. Notice that Step 4 involves a uniqueness
statement. Since uniqueness for solutions of martingale problems is often difficult to establish (and may not
hold!), the last step can not always be carried out. In this case, there may be different subsequential limits of
the sequence (Pn).

In this section, we introduce the necessary tools from weak convergence that are required to make the
program outlined above rigorous. We then apply the techniques in a simple but important case: The
approximation of Brownian motion by random walks.

Weak convergence of stochastic processes

An excellent reference on this subject is the book by Billingsley [3]. Let S be a polish space. We fix a metric
d on S such that (S, d) is complete and separable. We consider the laws of stochastic processes either on the
space C = C([0,∞),S) of continuous functions x : [0,∞) → S or on the space D = D([0,∞),S) consisting
of all càdlàg functions x : [0,∞) → S. The space C is again a polish space w.r.t. the topology of uniform
convergence on compact time intervals:

xn
C
→ x :⇔ ∀T ∈ R+ : xn → x uniformly on [0,T].
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On càdlàg functions, uniform convergence is too restrictive for our purposes. For example, the indicator
functions 1[0,1+n−1) do not converge uniformly to 1[0,1) as n→ ∞. Instead, we endow the space D with the
Skorokhod topology:

Definition 6.1 (Skorokhod topology). A sequence of functions xn ∈ D is said to converge to a limit
x ∈ D in the Skorokhod topology if and only if for any T ∈ R+ there exist continuous and strictly
increasing maps λn : [0,T] → [0,T] (n ∈ N) such that

xn(λn(t)) → x(t) and λn(t) → t uniformly on [0,T].

It can be shown that the Skorokhod space D is again a polish space, cf. [3]. Furthermore, the Borel
σ-algebras on both C and D are generated by the projections Xt (x) = x(t), t ∈ R+.

Let (Pn)n∈N be a sequence of probability measures (laws of stochastic processes) on C,D respectively.
By Prokhorov’s Theorem, every subsequence of (Pn) has a weakly convergent subsequence provided (Pn)

is tight. Here tightness means that for every ε > 0, there exists a relatively compact subset K ⊆ C, K ⊆ D
respectively, such that

sup
n∈N

Pn[Kc] ≤ ε.

To verify tightness we need a characterization of the relatively compact subsets of the function spaces C and
D. In the case of C such a characterization is the content of the classical Arzelà-Ascoli Theorem. This result
has been extended to the space D by Skorokhod. To state both results we define the modulus of continuity
of a function x ∈ C on the interval [0,T] by

ωδ,T (x) = sup
s ,t∈[0,T ]
|s−t | ≤δ

d(x(s), x(t)).

For x ∈ D we define

ω′δ,T (x) = inf
0=t0<t1<···<tn−1<T≤tn

|ti−ti−1 |>δ

max
i

sup
s,t∈[ti−1,ti )

d(x(s), x(t)).

For any x ∈ C and T ∈ R+, the modulus of continuity ωδ,T (x) converges to 0 as δ ↓ 0. For a discontinuous
function x ∈ D, ωδ,T (x) does not converge to 0. However, the modified quantity ω′δ,T (x) again converges
to 0, since the partition in the infimum can be chosen in such a way that jumps of size greater than some
constant ε occur only at partition points and are not taken into account in the inner maximum.

Exercise (Modulus of continuity and Skorokhod modulus). Let x ∈ D.

1) Show that lim
δ↓0

ωδ,T (x) = 0 for any T ∈ R+ if and only if x is continuous.

2) Prove that lim
δ↓0

ω′δ,T (x) = 0 for any T ∈ R+.

Theorem 6.2 (Arzelà-Ascoli, Skorokhod). 1) A subset K ⊆ C is relatively compact if and only if

(i) {x(0) : x ∈ K} is relatively compact in S, and

(ii) sup
x∈K

ωδ,T (x) → 0 as δ ↓ 0 for any T > 0.

2) A subset K ⊆ DDD is relatively compact if and only if

(i) {x(t) : x ∈ K} is relatively compact for any t ∈ Q+, and

(ii) sup
x∈K

ω′δ,T (x) → 0 as δ ↓ 0 for any T > 0.
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The proofs can be found in Billingsley [3] or Ethier/Kurtz [19]. By combining Theorem 6.2 with
Prokhorov’s Theorem, one obtains:

Corollary 6.3 (Tightness of probability measures on function spaces).

1) A subset {Pn : n ∈ N} of P(C) is relatively compact w.r.t. weak convergence if and only if

(i) For any ε > 0, there exists a compact set K ⊆ S such that

sup
n∈N

Pn[X0 < K] ≤ ε, and

(ii) For any T ∈ R+,
sup
n∈N

Pn[ωδ,T > ε] → 0 as δ ↓ 0.

2) A subset {Pn : n ∈ N} of P(D) is relatively compact w.r.t. weak convergence if and only if

(i) For any ε > 0 and t ∈ R+ there exists a compact set K ⊆ S such that

sup
n∈N

Pn[Xt < K] ≤ ε, and

(ii) For any ε > 0 and T ∈ R+,

sup
n∈N

Pn[ω
′
δ,T > ε] → 0 as δ ↓ 0.

In the sequel we restrict ourselves to convergence of stochastic processes with continuous paths. We
point out, however, that many of the arguments can be carried out (with additional difficulties) for pro-
cesses with jumps if the space of continuous functions is replaced by the Skorokhod space. A detailed study
of convergence ofmartingale problems for discontinuousMarkov processes can be found in Ethier/Kurtz [19].

To apply the tightness criterion we need upper bounds for the probabilities Pn[ωδ,T > ε]. To this end
we observe that ωδ,T ≤ ε if

sup
t∈[0,δ]

d(Xkδ+t,Xkδ) ≤
ε

3
for any k ∈ Z+ such that kδ < T .

Therefore, we can estimate

Pn[ωδ,T > ε] ≤

bT/δc∑
k=0

Pn

[
sup
t≤δ

d(Xkδ+t,Xkδ) > ε/3
]
. (6.1)

Furthermore, on Rn we can bound the distances d(Xkδ+t,Xkδ) by the sum of the differences |X i
kδ+t
− X i

kδ
|

of the components X i, i = 1, . . . ,n. The suprema can then be controlled by applying a semimartingale
decomposition and the maximal inequality to the component processes.

Donsker’s invariance principle

As a first application of the tightness criterion we prove Donsker’s invariance principle stating that rescaled
random walks with square integrable increments converge in law to a Brownian motion. In particular, this
is a way (although not the easiest one) to prove that Brownian motion exists. Let (Yi)i∈N be a sequence of
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i.i.d. square-integrable random variables on a probability space (Ω,A,P) with E[Yi] = 0 and Var[Yi] = 1,
and consider the random walk

Sn =
n∑
i=1

Yi (n ∈ N).

We rescale diffusively, i.e., by a factor n in time and a factor
√

n in space, and define

X (n)t :=
1
√

n
Snt for t ∈ R+ such that nt ∈ Z.

In between the partition points t = k/n, k ∈ Z+, the process (X (n)t ) is defined by linear interpolation so that
X (n) has continuous paths.

1

1

√
m

m

S
(m)
t

t
Figure 6.1.: Rescaling of a Random Walk.

The diffusive rescaling guarantees that the variances of X (n)t converge to a finite limit as n → ∞ for any
fixed t ∈ R+. Indeed, the central limit theorem even shows that for any k ∈ N and 0 ≤ t0 < t1 < t2 < · · · < tn,

(X (n)t1
− X (n)t0

,X (n)t2
− X (n)t1

, . . . ,X (n)tk
− X (n)tk−1

)
D
−→

k⊗
i=1

N(0, ti − ti−1). (6.2)
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This implies that the marginals of the processes X (n) converge weakly to the marginals of a Brownian motion.
Using tightness of the laws of the rescaled random walks on C, we can prove that not only the marginals but
the whole processes converge in distribution to a Brownian motion:

Theorem 6.4 (Invariance principle, functional central limit theorem). Let Pn denote the law of the
rescaled random walk X (n) on C = C([0,∞),R). Then (Pn)n∈N converges weakly to Wiener measure,
i.e., to the law of a Brownian motion starting at 0.

Proof. Since by (6.2), the marginals converge to the right limit, it suffices to prove tightness of the sequence
(Pn)n∈N of probability measures on C. Then by Prokhorov’s Theorem, every subsequence has a weakly
convergent subsequence, and all subsequential limits are equal to Wiener measure because the marginals
coincide. Thus (Pn) also converges weakly to Wiener measure.
For proving tightness note that by (6.1) and time-homogeneity,

Pn[ωδ,T > ε] ≤

(⌊
T
δ

⌋
+ 1

)
· P

[
sup
t≤δ

���X (n)t − X (n)0

��� ≥ ε

3

]
≤

(⌊
T
δ

⌋
+ 1

)
· P

[
max

k≤dnδe
|Sk | ≥

ε

3
√

n
]

for any ε, δ > 0,T ∈ R+ and n ∈ N. By Corollary 6.3, tightness holds if the probability on the right hand
side is of order o(δ) uniformly in n, i.e., if

lim sup
m→∞

P
[
max
k≤m
|Sk | ≥

ε

3

√
m
√
δ

]
= o(δ). (6.3)

For the simple random walk, this follows from the reflection principle and the central limit theorem as

P
[
max
k≤m

Sk ≥
ε

3

√
m
√
δ

]
≤ P

[
|Sm | ≥

ε

3

√
m
√
δ

]
m↑∞
−→ N(0,1)

[
|x | ≥

ε

3
√
δ

]
,

cf. e.g. [15]. For general random walks one can show with some additional arguments that (6.3) also holds,
see e.g. Billingsley [3]. �

In the proof of Donsker’s Theorem, convergence of the marginals was a direct consequence of the central
limit theorem. In more general situations, other methods are required to identify the limit process. Therefore,
we observe that instead of the central limit theorem, we could have also used the martingale problem to
identify the limit as a Brownian motion. Indeed, the rescaled random walk

(
X (n)
k/n

)
k∈Z+

is a Markov chain
(in discrete time) with generator

(L(n) f )(x) =
ˆ (

f
(
x +

z
√

n

)
− f (x)

)
ν(dz)

where ν is the distribution of the increments Yi = Si − Si−1. It follows that w.r.t. Pn, the process

f (Xt ) −

nt−1∑
i=0
(nL(n) f )(Xi/n) ·

1
n
, t =

k
n
with k ∈ Z+,

is a martingale for any function f ∈ C∞
b
(R). As n→∞,

f
(
x +

z
√

n

)
− f (x) = f ′(x) ·

ˆ
z
√

n
ν(dz) +

1
2

f ′′(x)
ˆ

z2

n
ν(dz) + o(n−1)

=
1

2n
f ′′(x) + o(n−1)
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by Taylor, and

(nL(n) f )(x) →
1
2

f ′′(x) uniformly.

Therefore, one can conclude that the process

f (Xt ) −

ˆ t

0

1
2

f ′′(Xs)ds

is a martingale under P∞ for any weak limit point of the sequence (Pn). Uniqueness of the martingale
problem then implies that P∞ is the law of a Brownian motion.

Exercise (Martingale problem proof of Donsker’s Theorem). Carry out carefully the arguments sketched
above and give an alternative proof of Donsker’s Theorem that avoids application of the central limit
theorem.

6.2. Limits of general martingale problems

A broad class of diffusion processes on Rn can be constructed by stochastic analysis methods. Suppose that
((Bt )t≥0,P) is a Brownian motion with values in Rn for some n ∈ N, and ((Xt )t<ζ ,P) is a solution to an Itô
stochastic differential equation of the form

dXt = b(t,Xt )dt + σ(t,Xt )dBt, X0 = x0, (6.4)

up to the explosion time ζ = sup Tk where Tk is the first exit time of (Xt ) from the unit ball of radius k, cf.
[16]. We assume that the coefficients are continuous functions b : R+ × Rn → Rn, σ : R+ × Rn → Rn ·d.
Then ((Xt )t<ζ ,P) solves the local martingale problem for the operator

Lt = b(t, x) · ∇x +
1
2

n∑
i, j=1

ai j(t, x)
∂2

∂xi∂xj
, a := σσT ,

in the following sense: For any function f ∈ C1,2(R+ × R
n),

M f
t = f (t,Xt ) −

ˆ t

0

(
∂ f
∂s
+ Ls f

)
(s,Xs) ds

is a local martingale up to ζ . Indeed, by the Itô-Doeblin formula, M f
t is a stochastic integral w.r.t. Brownian

motion:

M f
t = f (0,X0) +

ˆ t

0

(
σT∇ f

)
(s,Xs) · dBs .

If the explosion time ζ is almost surely infinite then M f is even a global martingale provided the function
σT∇ f is bounded.
In general, a solution of (6.4) is not necessarily a Markov process. If, however, the coefficients are Lipschitz
continuous then by Itô’s existence and uniqueness result there is a unique strong solution for any given initial
value, and it can be shown that the strong Markov property holds, cf. [17].
By extending the methods developed in 6.1, we are now going to sketch another construction of diffusion
processes in Rn that avoids stochastic analysis techniques to some extent. The raeson for our interest in this
method is that the basic approach is very generally applicable – not only for diffusions in Rn.
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Regularity and tightness for solutions of martingale problems

We will extend the martingale argument for proving Donsker’s Theorem that has been sketched above to
limits of general martingale problems on the space C = C([0,∞),S) where S is a polish space. We first
introduce a more general framework that allows to include non-Markovian processes. The reason is that it is
sometimes convenient to approximate Markov processes by processes with a delay, see the proof of Theorem
6.8 below.

Suppose that A is a linear subspace of Fb(S), and

f 7→ (Lt f )t≥0

is a linear map defined on A such that

(t, x) 7→ (Lt f )(x) is a function in L2([0,T] × C, λ ⊗ P)

for any T ∈ R+ and f ∈ A. The main example is still the one of time-homogeneous Markov processes with
generator L where we set

Lt f := (L f )(Xt ).

We say that the canonical process Xt (ω) = ω(t) solves the martingale problem MP(Lt,A) w.r.t. a
probability measure P on C iff

M f
t = f (Xt ) − f (X0) −

ˆ t

0
Lr f dr

is a martingale under P for any f ∈ A. Note that for 0 ≤ s ≤ t,

f (Xt ) − f (Xs) = M f
t − M f

s +

ˆ t

s

Lr f dr . (6.5)

Therefore, martingale inequalities can be used to control the regularity of the process f (Xt ). As a first step
in this direction we compute the angle-bracket process 〈M f 〉, i.e., the martingale part in the Doob-Meyer
decomposition of (M f )2. Since we are considering processes with continuous paths, the angle-bracket
process coincides with the quadratic variation [M f ]. The next theorem, however, is also valid for processes
with jumps where 〈M f 〉 , [M f ]:

Theorem 6.5 (Angle-bracket process for solutions of martingale problems). Let f ,g ∈ A such that
f · g ∈ A. Then

M f
t · M

g
t = N f ,g

t +

ˆ t

0
Γr ( f ,g) dr for any t ≥ 0,

where N f ,g is a martingale, and

Γt ( f ,g) = Lt ( f · g) − f (Xt )Ltg − g(Xt )Lt f .

Thus
〈M f ,Mg〉t =

ˆ t

0
Γr ( f ,g) dr .

Example (Time-homogeneous Markov processes, Carré du champ operator).
Here Lt f = (L f )(Xt ), and therefore

Γt ( f ,g) = Γ( f ,g)(Xt ),
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where Γ : A ×A → F(S) is the Carré du champ operator defined by

Γ( f ,g) = L( f · g) − fLg − gL f .

If S = Rd,A is a subset of C∞(Rd), and

(L f )(x) =
1
2

d∑
i, j=1

ai j(x)
∂2 f

∂xi∂xj
(x) +

d∑
i=1

bi(x)
∂ f
∂xi
(x) ∀ f ∈ A

with measurable coefficients ai j, bi then

Γ( f ,g)(x) =
d∑

i, j=1
ai j(x)

∂ f
∂xi
(x)

∂g

∂xj
(x) ∀ f ,g ∈ A.

In particular, for ai j ≡ δi j,Γ( f , f ) = |∇ f |2 which explains the name “carré du champ” (= square field)
operator. For general symmetric coefficients ai j with det(ai j) > 0, the carré du champ is the square of
the gradient w.r.t. the intrinsic metric (gi j) = (ai j)−1:

Γ( f , f ) = ‖gradg f ‖2g .

Proof (Proof of Theorem 6.5). We may assume f = g, the general case follows by polarization. We write
“X ∼s Y” if E[X |Fs] = E[Y |Fs] almost surely. To prove the claim we have to show that for 0 ≤ s ≤ t and
f ∈ A,

(M f
t )

2 − (M f
s )

2 ∼s

ˆ t

s

Γr ( f , f ) dr .

Since M f is a square-integrable martingale, we have

(M f
t )

2 − (M f
s )

2 ∼s (M
f
t − M f

s )
2 =

(
f (Xt ) − f (Xs) −

ˆ t

s

Lr f dr
)2

= ( f (Xt ) − f (Xs))
2 − 2( f (Xt ) − f (Xs))

ˆ t

s

Lr f dr +
(ˆ t

s

Lr f dr
)2

= I + I I + I I I + IV

where

I := f (Xt )
2 − f (Xs)

2 ∼s

ˆ t

s

Lr f 2 dr,

I I := −2 f (Xs)

(
f (Xt ) − f (Xs) −

ˆ t

s

Lr f dr
)
∼s 0,

I I I := −2 f (Xt )

ˆ t

s

Lr f dr = −2
ˆ t

s

f (Xt )Lr f dr, and

IV :=
(ˆ t

s

Lr f dr
)2

= 2
ˆ t

s

ˆ t

r

Lr f Lu f dudr .

Noting that f (Xt )Lr f ∼r
(

f (Xr ) +
´ t
r Lu f du

)
Lr f , we see that for s ≤ r ≤ t also the conditional

expectations given Fs of these terms agree, and therefore

I I I ∼s −2
ˆ t

s

f (Xr )Lr f dr − 2
ˆ t

s

ˆ t

r

Lr f Lu f dudr .

Hence in total we obtain

(M f
t )

2 − (M f
s )

2 ∼s

ˆ t

s

Lr f 2 dr − 2
ˆ t

s

f (Xr )Lr f dr =
ˆ t

s

Γr f dr .
�
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We can now derive a bound for the modulus of continuity of f (Xt ) for a function f ∈ A. Let

ω
f
δ,T := ωδ,T ( f ◦ X), V f

s,t := sup
r ∈[s,t]

| f (Xr ) − f (Xs)|.

Lemma 6.6 (Modulus of continuity of solutions to martingale problems). For p ∈ [2,∞) there exist uni-
versal constants Cp, C̃p ∈ (0,∞) such that the following bounds hold for any solution (Xt,P) of a martingale
problem as above and for any function f ∈ A such that the process f (Xt ) has continuous paths:

1) For any 0 ≤ s ≤ t,

‖V f
s,t ‖Lp (P) ≤ Cp(t − s)1/2 sup

r ∈[s,t]

‖Γr ( f , f )‖1/2
Lp/2(P)

+ (t − s) sup
r ∈[s,t]

‖Lr f ‖Lp (P).

2) For any δ, ε,T ∈ (0,∞),

P
[
ω

f
δ,T ≥ ε

]
≤ C̃p ε

−p

(
1 +

⌊
T
δ

⌋)
·

(
δp/2 sup

r≤T
‖Γr ( f , f )‖p/2

Lp/2(P)
+ δp sup

r≤t
‖Lr f ‖Lp (P)

)
.

Proof. 1) By (6.5),

V f
s,t ≤ sup

r ∈[s,t]

|M f
r − M f

s | +

ˆ t

s

|Lu f | du.

Since f (Xt ) is continuous, M f is a continuous martingale. Therefore, by Burkholder’s inequality,


 sup
r ∈[s,t]

���M f
r − M f

s

��� 



Lp (P)

≤ Cp



〈M f 〉t − 〈M f 〉s


1/2
Lp/2(P)

= Cp





ˆ t

s

Γr ( f , f ) dr




1/2

Lp/2(P)

≤ Cp(t − s)1/2 sup
r ∈[s,t]

‖Γr ( f , f )‖1/2
Lp/2(P)

.

For p = 2, Burkholder’s inequality reduces to the usual maximal inequality for martingales - a proof
for p > 2 can be found in many stochastic analysis textbooks, cf. e.g. [17].

2) We have already remarked above that the modulus of continuity ω f
δ,T can be controlled by bounds for

V f
s,t on intervals [s, t] of length δ. Here we obtain

P
[
ω

f
δ,T ≥ ε

]
≤

bT/δc∑
k=0

P
[
V f

kδ,(k+1)δ ≥ ε/3
]

≤

bT/δc∑
k=0

(
3
ε

)p 


V f

kδ,(k+1)δ




p
Lp (P)

.

The estimate in 2) now follows from 1). �

Remark. 1) The right-hand side in 2) converges to 0 as δ ↓ 0 if the suprema are finite and p > 2.

2) If f (Xt ) is not continuous then the assertion still holds for p = 2 but not for p > 2. The reason is that
Burkholder’s inequality for discontinuous martingales Mt is a bound in terms of the quadratic variation
[M]t and not in terms of the angle bracket process 〈M〉t . For continuous martingales, 〈M〉t = [M]t .

Example (Stationary Markov process).
If (Xt,P) is a stationary Markov process with generator extending (L,A) and stationary distribution
Xt ∼ µ then Lt f = (L f )(Xt ), Γt ( f , f ) = Γ( f , f )(Xt ), and therefore

‖Lt f ‖Lp (P) = ‖L f ‖Lp (µ), ‖Γt ( f , f )‖Lp/2(P) = ‖Γ( f , f )‖Lp/2(µ) for any t ≥ 0.
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Construction of diffusion processes

The results above can be applied to prove the existence of diffusion processes generated by second order
differential operators with continuous coefficients on Rd. The idea is to obtain the law of the process as
a weak limit of laws of processes with piecewise constant coefficients. The latter can be constructed from
Brownian motion in an elementary way. The key step is again to establish tightness of the approximating
laws.

Theorem 6.7 (Existence of diffusions in Rd). For 1 ≤ i, j ≤ d let ai j, bi ∈ Cb(R+×R
d) such that ai j = aji.

Then for any x ∈ Rd there exists a probability measure Px on C([0,∞),Rd) such that the canonical process
(Xt,Px) solves the martingale problem for the operator

Lt f =
1
2

d∑
i, j=1

ai j(t,Xt )
∂2 f

∂xi∂xj
(Xt ) +

d∑
i=1

bi(t,Xt )
∂ f
∂xi
(Xt )

with domain
A =

{
f ∈ C∞(Rd) :

∂ f
∂xi
∈ C∞b (R

d) for i = 1, . . . , d
}

and initial condition Px[X0 = x] = 1.

Remark (Connections to SDE results). 1) If the coefficients are locally Lipschitz continuous then the
existence of a diffusion process follows more easily from the Itô existence and uniqueness result for
stochastic differential equations. The point is, however, that variants of the general approach presented
here can be applied in many other situations as well.

2) The approximations used in the proof below correspond to Euler discretizations of the associated SDE.

Proof. 1) We first define the approximating generators and construct processes solving the corresponding
martingale problems. For n ∈ N let

a(n)i j (t,X) = ai j(btcn,Xbt cn ), bni (t,X) = bi(btcn,Xbt cn )

where btcn := max
{
s ∈ 1

nZ : s ≤ t
}
, i.e., for t ∈

[
k
n ,

k+1
n

)
, we freeze the coefficients at their value at

time k
n . Then the martingale problem for

L
(n)
t f =

1
2

d∑
i, j=1

a(n)i j (t,X)
∂2 f

∂xi∂xj
(Xt ) +

d∑
i=1

b(n)i (t,X)
∂ f
∂xi
(Xt )

can be solved explicitly. Indeed let (Bt ) be a Brownian motion on Rd defined on a probability space
(Ω,A,P), and let σ : R+ × Rd → Rd×d be measurable such that σσT = a. Then the process X (n)t

defined recursively by

X (n)0 = x, X (n)t = X (n)
k/n
+ σ

(
k
n
,X (n)

k/n

)
(Bt − Bk/n) + b

(
k
n
,X (n)

k/n

)
k
n

for t ∈
[
0,

1
n

]
,

solves the martingale problem for (L(n)t ,A) with initial condition δx . Hence the canonical process
(Xt ) on C([0,∞),Rd) solves the same martingale problem w.r.t.

P(n) = P ◦
(
X (n)

)−1
.
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2) Next we prove tightness of the sequence {P(n) : n ∈ N}. For i = 1, . . . , d let fi(x) := xi. Since
|x − y | ≤

∑d
i=1 | fi(x) − fi(y)| for any x, y ∈ Rd, we have

ωδ,T ≤

d∑
i=1

ω
fi
δ,T for any δ,T ∈ (0,∞).

Furthermore, the functions

L
(n)
t fi = b(n)i (t,X) and Γ

(n)
t ( fi, fi) = a(n)ii (t,X)

are uniformly bounded since the coefficients ai j and bi are bounded functions. Therefore, for any
ε,T ∈ (0,∞),

P(n)
[
ωδ,T ≥ ε

]
≤

d∑
i=1

P(n)
[
ω

fi
δ,T ≥ ε/d

]
→ 0

uniformly in n as δ ↓ 0 by Lemma 6.6.
Hence by Theorem 6.4, the sequence {P(n) : n ∈ N} is relatively compact, i.e., there exists a
subsequential limit P∗ w.r.t. weak convergence.

3) It only remains to show that (Xt,P∗) solves the limiting martingale problem. We know that (Xt,P(n))
solves the martingale problem for (L(n)t ,A) with initial law δx . In particular,

E (n)
[(

f (Xt ) − f (Xs) −

ˆ t

s

L
(n)
r f dr

)
g(Xs1, . . . ,Xsk )

]
= 0

for any 0 ≤ s1 < s2 < · · · < sk ≤ s ≤ t and g ∈ Cb(R
k ·d). The assumptions imply that L(n)r f → Lr f

pointwise as n → ∞, and L(n)r f is uniformly bounded. This can be used to show that (Xt,P∗) solves
the martingale problem for (Lt, f ) - the details are left as an exercise. �

Remark (Uniqueness). The assumptions in Theorem 6.7 are too weak to guarantee uniqueness of the
solution. For example, the ordinary differential equation dx = b(x)dt does not have a unique solution with
x0 = 0 when b(x) =

√
x. As a consequence, one can show that the trivial solution to the martingale problem

for the operator b(x) ddx on R1 is not the only solution with initial law δ0. A uniqueness theorem of Stroock
and Varadhan states that the martingale problem has a unique solution for every initial law if the matrix
a(x) is strictly positive definite for each x, and the growth of the coefficients as |x | → ∞ is at most of order
ai j(x) = O(|x |2) and bi(x) = O(|x |), cf. (24.1) in Roger&Williams II [48] for a sketch of the proof.

The general case

We finally state a general result on limits of martingale problems for processes with continuous paths. Let
(P(n))n∈N be a sequence of probability measures on C([0,∞),S) where S is a polish space. Suppose that
the canonical process (Xt,P(n)) solves the martingale problem for (L(n)t ,A) whereA is a dense subspace of
Cb(S) such that f 2 ∈ A whenever f ∈ A.

Theorem 6.8. Suppose that the following conditions hold:

(i) Compact containment: For any T ∈ R+ and γ > 0 there exists a compact set K ⊆ S such that

P(n)
[
∃ t ∈ [0,T] : Xt < K

]
≤ γ for any n ∈ N.
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(ii) Uniform Lp bound: There exists p > 2 such that for any T ∈ R+,

sup
n∈N

sup
t≤T

(


Γ(n)t ( f , f )




Lp/2(P(n))

+




L(n)t f




Lp (P(n))

)
< ∞.

Then {P(n) : n ∈ N} is relatively compact. Furthermore, if

(iii) Convergence of initial law: There exists µ ∈ P(S) such that

P(n) ◦ X−1
0

w
→ µ as n→∞, and

(iv) Convergence of generators:

L
(n)
t f → Lt f uniformly for any f ∈ A,

then any subsequential limit of (P(n))n∈N is a solution of the martingale problem for (Lt,A) with initial
distribution µ.

The proof, including extensions to processes with discontinuous paths, can be found in Ethier and Kurtz
[19].
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In this part we will study Markov processes that have a given probability measure µ as their invariant
measure. The first important class of such processes are processes that are reversible when started with
initial law µ. A reversible Markov process induces a strongly continuous contraction semigroup consisting
of self-adjoint linear operators Pt on L2(S, µ), and the corresponding generator is self-adjoint as well. This
allows to describe and analyse reversibleMarkov processes efficiently in terms of the corresponding quadratic
forms, which are called Dirichlet forms.
Beyond the reversible case, we will see that Markov processes with invariant measure µ induce C0

contraction semigroups on Lp(S, µ) for any p ∈ [1,∞), and the corresponding generators can be decomposed
into a symmetric part and an anti-symmetric part. In the diffusion case, the latter corresponds to a first
order differential operator, i.e., to the generator of a deterministic flow. We will see that besides reversible
Markov processes in the sense above, this class also includes processes satisfying a generalized reversibility
condition. Typical examples are given by certain kinetic models such as the second order Langevin process.
Besides processes in continuous time, we will also consider Markov chains with a given invariant measure.

These form the basis forMarkov chainMonte Carlomethods. Moreover, wewill considermeasure preserving
Markov processes on infinite dimensional state spaces.

A. Eberle Markov Processes (v. July 7, 2020) 163





7. Reversible Markov processes

In this chapter we will study Markov processes that are reversible when started with in equilibrium. Re-
versibility is equivalent to a detailed balance condition for the transition function. Therefore, a reversible
Markov process induces a strongly continuous contraction semigroup consisting of self-adjoint linear op-
erators Pt on the L2 space w.r.t. the invariant measure, and the corresponding generator is self-adjoint as
well. This allows the use of spectral theory. Moreover, it allows to describe and analyse reversible Markov
processes efficiently in terms of the corresponding quadratic forms, which are called Dirichlet forms.
Besides processes in continuous time, we will also consider reversible Markov chains which form the

basis for Markov chain Monte Carlo methods.

7.1. Reversibility and symmetry

Let S be a Polish space endowed with its Borel σ-algebra B. By F (S) and Fb(S)we denote the linear spaces
of all measurable, bounded measurable functions f : S → R, respectively. Let A be a linear subspace of
Fb(S), and let E ⊆ Fb(S) denote the closure of A with respect to the supremum norm. Then E is a Banach
space. For example, if S = Rd and A = C∞0 (R

d) then E = Ĉ(Rd).

We assume that we are given a linear operator

L : A ⊆ E → E ,

and a right continuous time-homogeneous Markov process ((Xt )t≥0, (Px)x∈S) with transition semigroup
(pt )t≥0 such that for every x ∈ S, (Xt )t≥0 is under Px a solution of the martingale problem for (L,A) with
Px [X0 = x] = 1. Thus for every x ∈ S and f ∈ A, the process

M f
t = f (Xt ) −

ˆ t

0
(L f )(Xs) ds

is an (F X
t ) martingale under Px .

Moreover, we impose the following assumptions on the subspace A and the transition function (pt ).

(A1) For every t ≥ 0 and f ∈ A, pt f ∈ E .

(A2) If µ is a signed measure on S with finite variation such that
´

f dµ = 0 for all f ∈ A, then µ ≡ 0.

Note that since pt is contractive w.r.t. the sup norm, and A is dense in E , Assumption (A1) holds if and
only if pt (E) ⊆ E for all t ≥ 0. Assumption (A2) means that the subspace A is separating.

By Theorem 4.12, the assumptions (A1) and (A2) imply that (pt ) induces a C0 contraction semigroup (Pt )

of linear operators on the Banach space E such that the generator (L,Dom(L)) is an extension of the operator
(L,A). In particular, the forward equation

d
dt

pt f = ptL f (7.1)

holds for any function f ∈ A, and the backward equation

d
dt

pt f = Lpt f (7.2)
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is satisfied for any function f ∈ A such that pt f is contained in the domain of L, which includes the
completion ofA w.r.t. the graph norm of L. The derivatives in the forward and backward equation are taken
on the Banach space E , i.e., they are defined as limits of difference quotients w.r.t. the supremum norm.

Notice that the backward equation is valid only on a restricted class of functions. This will cause technical
difficulties in the proofs below. A common way to avoid these difficulties is to assume that pt (A) ⊆ A
for any t ≥ 0. However, this assumption is too restrictive for many applications. We will replace it by less
restrictive conditions below, in particular we will assume that A is a core for the generator, see Definition
4.14 and Theorem 4.15. Often, it is still not easy to verify such an assumption in applications. In this case,
one common strategy is to approximate the Markov process and its transition semigroup by more regular
processes (e.g., by non-degenerate diffusions on Rd), and to apply the results below to the approximating
regularized processes. Unfortunately, there is no universal way how to implement this strategy. In the end,
one has to decide on a case by case basis how to apply the techniques to a specific model.

Characterizations of reversibility

Theorem 7.1 (Characterizations of reversibility). Suppose (A1) and (A2) hold, and let µ ∈ P(S). Then
the following assertions are equivalent.

(i) The process (Xt,Pµ) is invariant with respect to time reversal, i.e., for every t ≥ 0,

(Xs)0≤s≤t ∼ (Xt−s)0≤s≤t under Pµ .

(ii) The transition function (pt ) satisfies the detailed balance condition

µ(dx) pt (x, dy) = µ(dy) pt (y, dx) for all t ≥ 0.

(iii) The transition semigroup (Pt ) is µ-symmetric, i.e.,
ˆ

f Ptg dµ =
ˆ

Pt f g dµ for all f ,g ∈ Fb(S) and t ≥ 0.

(iv) The generator (L,Dom(L)) is µ-symmetric, i.e.,
ˆ

f Lg dµ =
ˆ

L f g dµ for all f ,g ∈ Dom(L).

Moreover, is A is a core for the generator, then these conditions are also equivalent to:

(v) The operator (L,A) is µ-symmetric, i.e.,
ˆ

f Lg dµ =
ˆ
L f g dµ for all f ,g ∈ A.

Remark (Reversibility and stationarity). A reversible process (Xt,Pµ) is stationary, since applying re-
versibility consecutively on the time intervals [0, s + u] and [0,u] shows that for all s,u ≥ 0,

(Xs+t )0≤t≤u ∼ (Xu−t )0≤t≤u ∼ (Xt )0≤t≤u with respect to Pµ .
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7.1. Reversibility and symmetry

Similarly, the detailed balance condition (ii) implies that µ is an invariant probability measure for (pt ), since
for any B ∈ B,

(µpt )(B) =
ˆ
S×B

µ(dx)pt (x, dy) =
ˆ
S×B

pt (y, dx)µ(dy) = µ(B).

In particular, if reversibility holds then the transition function (pt ) induces strongly contraction semigroups
on Lp(S, µ) for every p ∈ [1,∞), see Section 4.1 above.

Proof (of Theorem 7.1).

(i)⇒(ii): Reversibility implies that for every t ≥ 0,

µ(dx)pt (x, dy) = Pµ ◦ (X0,Xt )
−1 = Pµ ◦ (Xt,X0)

−1 = µ(dy)pt (y, dx).

(ii)⇒(i): Let t ≥ 0. By induction, (ii) implies

µ(dx0)pt1−t0(x0, dx1)pt2−t1(x1, dx2) · · · ptn−tn−1(xn−1, dxn)

= µ(dxn)ptn−tn−1(xn, dxn−1) · · · pt2−t1(x2, dx1)pt1−t0(x1, dx0)

for all n ∈ N and 0 = t0 ≤ t1 ≤ · · · ≤ tn = t, and thus

Eµ[ f (X0,Xt1,Xt2, . . . ,Xtn−1,Xt )] = Eµ[ f (Xt,Xt−t1, . . . ,Xt−tn−1,X0)]

for all measurable functions f ≥ 0. Hence the time-reversed distribution coincides with the original
one on cylinder sets, and thus everywhere.

(ii)⇔(iii): By Fubini’s Theorem, for all t ≥ 0 and f ,g ∈ Fb(S),

( f ,Ptg)L2(µ) =

ˆ
f ptg dµ =

¨
f (x) g(y) µ(dx) pt (x, dy) (7.3)

This expression is symmetric in f and g if and only if µ ⊗ pt is a symmetric measure on S × S.

(iii)⇒(iv): Suppose that (Pt ) is symmetric on L2(µ), and let f ,g ∈ Dom(L). Then

( f , Lg)L2(µ) − (L f ,g)L2(µ) =

ˆ
( f Lg − g L f ) dµ =

d
dt

ˆ
( f Ptg − g Pt f ) dµ

����
t=0+

= 0.

Here we have used that the functions are bounded, and for g ∈ Dom(L), Lg is a uniform limit of the
difference quotients (Ptg − g)/t as t ↓ 0.

(iv)⇒(ii): Fix t > 0, let f ,g ∈ Dom(L), and consider the function

u(s) := (Ps f , Pt−sg)L2(µ) , s ∈ [0, t].

Then the backward equation implies that u is differentiable, and
d
ds

u(s) = (LPs f ,Pt−sg)L2(µ) − (Ps f , LPt−sg)L2(µ) .

If (iv) holds then the right hand side vanishes, and hence u is constant. Thus

( f ,Ptg)L2(µ) = u(0) = u(t) = (Pt f ,g)L2(µ) .

Hence by (7.3), the identity¨
f (x) g(y) µ(dx) pt (x, dy) =

¨
f (x) g(y) µ(dy) pt (y, dx)

holds for all functions f ,g in the domain of the generator, and thus, in particular, for all f ,g ∈ A.
Applying the separability assumption (A2) twice, one concludes that detailed balance holds, and hence
(iii) is satisfied for all f ,g ∈ Fb(S).
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(iv)⇔(v): IfA is a core for the generator then any function f ∈ Dom(L) can be approximated in the graph norm
by functions in A. Therefore, in this case, the symmetry of the generator extends from function in A
to general functions in the domain of the generator. �

Now suppose that µ is an invariant probability measure for the transition semigroup (pt ). Then (pt )
induces a strongly continuous contraction semigroup of linear operators on the Hilbert space L2(µ), and the
corresponding generator is an extension of the operator (L,A). Instead of considering this operator, we can
also consider the corresponding bilinear form

E( f ,g) := − ( f , Lg)L2(µ) = −
d
dt
( f , Ptg)L2(µ)

����
t=0+

, f ,g ∈ A.

By Theorem 7.1, if A is a core for the generator, then this bilinear form is symmetric if and only if the
corresponding Markov process with initial law µ is reversible. (E,A) is called the (pre-) Dirichlet form
associated to the operator (L,A). Later, we will see that a reversibleMarkov process can be characterized by
an extension (E,Dom(E)) of the symmetric bilinear form (E,A). This extension will be called the Dirichlet
form associated to the Markov process.

We conclude this section with several examples of pre-Dirichlet forms (E,A), the associated symmet-
ric linear operators (L,A), and corresponding reversible Markov processes whose generator extends this
operator.

Jump processes and Dirichlet forms on finite state spaces

If S is finite then F (S) = RS is a finite dimensional vector space. A Markov process on S is a pure jump
process with non-negative jump rates L(x, y), y , x. The corresponding generator L is defined on the full
space A = F (S), and it can be identified with the matrix (L(x, y))x,y∈S , where L(x, x) = −

∑
y,x L(x, y).

The associated bilinear form on L2(µ) is then given by

E( f ,g) = −
∑
x∈S

f (x) (Lg)(x) µ(x) = −
∑
x

∑
y

µ(x)L(x, y) f (x) (g(y) − g(x)). (7.4)

Since the space of all functions f : S → R is spanned by the indicator functions 1a with a ∈ S, a Markov
process (Xt,Pµ) with generator L and initial law µ is reversible if and only if for all a, b ∈ S, we have
E(1a,1b) = E(1b,1a), or, equivalently, iff

µ(a)L(a, b) = µ(b)L(b,a) for all a, b ∈ S.

This is a detailed balance condition for the generator. If it is satisfied then the Dirichlet form (E,A) can be
rewritten in a symmetric form:

E( f ,g) = −
∑
x,y∈S

µ(x)L(x, y) f (y) (g(x) − g(y)), and thus (7.5)

E( f ,g) =
1
2

∑
x,y∈S

µ(x)L(x, y) ( f (y) − f (x)) (g(y) − g(x)). (7.6)

Here the identity (7.6) follows by taking the average of (7.4) and (7.5). For x , y, the coefficient µ(x)L(x, y)
is called the equilibrium flow from x to y.

Gradient Dirichlet forms and overdamped Langevin dynamics

Next, we consider the prototype of a (pre-)Dirichlet form corresponding to a diffusion process. We assume
that µ is an absolutely continuous probability measure on Rd that can be written in the form

µ(dx) =
1
Z

exp(−U(x)) λd(dx)
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7.1. Reversibility and symmetry

with a function U ∈ C2(Rd) and a normalizing constant Z ∈ (0,∞), and we consider the symmetric bilinear
form

E( f ,g) =
1
2

ˆ
Rd
∇ f · ∇g dµ , f ,g ∈ C∞0 (R

d).

The corresponding symmetric linear operator (L,A) can be computed by integration by parts. Since f and g
are compactly supported functions, there is no boundary term, and we obtain E( f ,g) = −( f ,Lg)L2(µ) where

Lg =
1
2
∆g −

1
2
∇U · ∇g, g ∈ C∞0 (R

d).

Solving the corresponding martingale problem is equivalent to finding weak solutions for the stochastic
differential equation

dXt = b(Xt ) dt + dBt , b = −
1
2
∇U. (7.7)

A diffusion process solving this equation is called Kolmogorov process or overdamped Langevin dynamics.
It can be constructed by applying Girsanov’s Theorem, see for example [16, 17].

Theorem 7.2 (Existence and reversibility of overdamped Langevin dynamics). Let C = C([0,∞);Rd)
denote the space of continuous paths on Rd, endowed with the canonical σ-algebra B = σ(Xt : t ∈ [0,∞)),
where Xt (ω) = ω(t). Suppose that either

lim inf
|x |→∞

x · ∇U(x)
|x |2

> −∞, or (7.8)

lim
|x |→∞

U(x) = ∞ and lim inf
|x |→∞

(
|∇U(x)|2 − ∆U

)
> −∞. (7.9)

Then there exists a probability kernel (x, A) 7→ Px[A] defined on Rd × B such that for every x ∈ Rd, the
canonical process (Xt,Px) is a non-explosive Markov process that solves the martingale problem for the
operator (L,C∞0 (R

d)) wit initial law δx . Moreover, if we define Pµ[A] :=
´

Px[A] µ(dx), then the process
(Xt,Pµ) is a reversible Markov process that solves the martingale problem with initial law µ.

We give an outline of the proof, for more details see for example [17, Chapter 1].

Proof. 1) Construction of Px by change of measure. Let Qx denote the law on C of Brownian motion
starting at x, and let

Zt = exp
(ˆ t

0
b(Xs) · dXs −

1
2

ˆ t

0
|b(Xs)|

2 ds
)
,

where the integral is an Itô stochastic integral. An application of Itô’s formula shows that the process
(Zt )t≥0 is a martingale under Qx if b is bounded. Since we do not assume boundedness of b, we
need a localization procedure. For n ∈ N let Tn := inf{t ≥ 0 : |Xt | ≥ n}. Then the stopped process
b(X·∧Tn ) is bounded, and hence Z ·∧Tn is a martingale under Qx for every x ∈ Rd and n ∈ N. In
particular,

´
Zt∧Tn dQx = 1 for all t ≥ 0. Therefore it can be shown that for every x, there exists a

unique probability measure Px on σ
(⋃

n F
X
Tn

)
such that

dPx

dQx

����
FX
t∧Tn

= Zt∧Tn for all t ≥ 0 and n ∈ N.

Furthermore, Girsanov’s Theorem implies that under the measure Px , the canonical process (Xt ) is a
weak solution of the SDE (7.7) for t < sup Tn. Let ζ := sup Tn. We will show that our assumptions
imply that

Px[ζ = ∞] = 1 for all x ∈ Rd, (7.10)
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i.e., the process is almost surely non-explosive. Then for every x, the process (Zt,Qx) is a martingale
for t ∈ [0,∞), and the measures Px can be extended to B in such a way that (x, A) 7→ Px[A] is a
probability kernel, and for every x ∈ Rd, the process (Xt,Px) is a weak solution of the SDE (7.7) with
initial law δx , and hence a solution of the martingale problem for (L,C∞0 (R

d)).

To show non-explosiveness, we apply Hasminskii’s criterion with the Lyapunov function

V(x) =

{
|x |2 + 1 if (7.8) is satisfied,
U(x) −min U + 1 if (7.9) is satisfied,

respectively. One easily verifies that the drift conditions (7.8) and (7.9) imply LV ≤ αV for some real
constant α. Therefore, by Corollary 1.21, ζ = ∞ holds Px-almost surely, andˆ

Zt dQx ≥ lim
n→∞

ˆ
Tn≥t

Zt∧Tn dQx = lim
n→∞

Px[Tn ≥ t] = 1. (7.11)

By Itô’s formula and Fatou’s lemma, the process (Zt,Qx) is a non-negative supermartingale with´
Z0 dQx = 1, and thus (7.11) implies that it is a martingale satisfying

´
Zt dQx = 1 for every x.

2) Markov property. Let x ∈ Rd, 0 ≤ s ≤ t, and let f : Rd → R+ be a non-negative measurable function.
Then, by the Markov property for Brownian motion,

EPx [ f (Xt )|F
X
s ] = EQx [ f (Xt )Zt |F

X
s ]/Zs

= EQx

[
f (Xt ) exp

(ˆ t

s

b(Xr ) · dXr −
1
2

ˆ t

s

|b(Xr )|
2 dr

) ���F X
s

]
= EQXs

[ f (Xt−s)Zt−s] = EPXs
[ f (Xt−s)]

holds Qx-almost surely, and hence also Px-almost surely. This shows that (Xt,Px) is again a time-
homogeneous Markov process.

3) Reversibility. This follows from the reversibility of Brownian motion w.r.t. Lebesgue measure. Indeed,
since b(x) = −∇U(x)/2, an application of Itô’s formula for Brownian motion shows that Qµ-almost
surely,

Zt = exp
(
U(X0) −U(Xt )

2
+

1
4

ˆ t

0
(∆U −

1
2
|∇U |2)(Xs) ds

)
.

Therefore, for any t ≥ 0 and any non-negative measurable function F : C([0, t],Rd) → R, we obtain

EPµ [F(X0:t )] = EQµ [F(X0:t )Zt ]

=

ˆ
EQx

[
F(X0:t ) exp

(
U(X0) −U(Xt )

2
+

1
4

ˆ t

0
(∆U −

1
2
|∇U |2)(Xs) ds

)]
exp(−U(x))

Z
dx

=
1
Z

EQλ

[
F(X0:t ) exp

(
−

1
2

U(X0) −
1
2

U(Xt ) +
1
4

ˆ t

0
(∆U −

1
2
|∇U |2)(Xs) ds

)]
,

where X0:t = (Xs)s∈[0,t] and Qλ :=
´

Qx λ(dx) is the σ-finite measure obtained by integrating Qx

w.r.t. Lebesgue measure. By the definition of Brownian motion, it can be verified that Qλ is reversible
in the sense that Qλ ◦ (Xs)

−1
s∈[0,t] = Qλ ◦ (Xt−s)

−1
s∈[0,t] for every t ≥ 0. Since also the expression

− 1
2U(X0) −

1
2U(Xt ) +

1
4
´ t

0 (∆U − 1
2 |∇U |2)(Xs) ds in the exponent of the density is invariant under

time-reversal, we can conclude that Pµ ◦ (Xs)
−1
s∈[0,t] = Pµ ◦ (Xt−s)

−1
s∈[0,t] holds for every t ≥ 0.

�

Remark (Non-gradient drifts). The construction of a Markov process solving the martingale problem for
L f = 1

2∆ f + b · ∇ f by change of measure can also be applied in a similar way if the drift b is not a gradient.
However, in this case, the stochastic integral in the Girsanov density can not be eliminated by an application
of Itô’s formula, and so the argument used for proving reversibility fails. Indeed, it has been shown by
Kolmogorov [30] that reversibility holds if and only if the drift is a gradient.
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Non-constant diffusion coefficients and intrinsic metric

We now show that Dirichlet forms corresponding to more general reversible diffusion processes can be
represented in a similar form as above if one introduces an appropriate Riemannian metric that is associated
to the diffusion process. Because of this, it is often possible to carry over results for overdamped Langevin
dynamics to other reversible diffusion processes.

Suppose that ai j : Rd → R, 1 ≤ i, j ≤ d, are smooth functions such that for every x ∈ Rd, the matrix
a(x) = (ai j(x))1≤i, j≤d is symmetric and positive definite with det(a(x)) > 0. We consider the symmetric
bilinear form

E( f , h) =
1
2

ˆ d∑
i, j=1

ai j(x)
∂ f
∂xi
(x)

∂h
∂xj
(x) µ(dx) , f , h ∈ C∞0 (R

d). (7.12)

In order to give a geometric interpretation, we define a Riemannian metric on Rd by setting

〈v,w〉x = v · g(x)w for all x ∈ Rd, where g(x) := a(x)−1.

In this case, a Riemannian metric is just a map that assigns to every x ∈ Rd an inner product 〈·, 〉x such that
for every v,w ∈ Rd, the map x 7→ 〈v,w〉x is smooth. The metric defined above is called the intrinsic metric
associated to the pre-Dirichlet form E. The gradient of a function f ∈ C1(Rd) w.r.t. the intrinsic metric is
the vector field grad f : Rd → Rd defined by the identity

〈v,grad f (x)〉x = (∂v f )(x) = v · ∇ f (x) for all x, v ∈ Rd,

where ∇ denotes the standard gradient w.r.t. the Euclidean metric. By definition of the metric, 〈v,grad f 〉 =
v · g grad f , and hence

grad f (x) = g(x)−1(∇ f )(x) = (a∇ f )(x) for all x ∈ Rd .

In particular, for any f , h ∈ C1(Rd), we obtain

〈grad f , grad h〉 = (a∇ f ) · ga∇h = ∇ f · a∇h,

and hence the bilinear form introduced in (7.12) can be written as

E( f , h) =
1
2

ˆ
〈grad f , grad h〉 dµ, f , h ∈ C∞0 (R

d).

Thus we see that by introducing an appropriate Riemannian geometry, the pre-Dirichlet form E can again be
represented as a gradient Dirichlet form.

Remark (Carré du champ operator). The symmetric bilinear operator Γ : C1(Rd) × C1(Rd) → F (Rd)

defined by
Γ( f , h) = 〈grad f , grad h〉 = ∇ f · a∇h

is called the Carré du champ operator (square field operator) corresponding to the Dirichlet form E. Carré
du champ operators can be defined for a more broad class of diffusion processes, including in particular (but
not exclusively) diffusions on Riemannian manifolds. They can be used to set up a formal calculus that is
the basis for extending many results from diffusion processes on Rd to a more general context, see [2].

We now compute the symmetric linear operator (L,C∞0 (R
d)) associated to the symmetric bilinear form

(7.12) on the Hilbert space L2(µ). By integration by parts, we obtain

E( f , h) = −
ˆ

f Lh dµ for all f , h ∈ C∞0 (R
d),
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where Lh is given by

Lh =
1
2

eU∇ ·
(
e−Ua∇h

)
=

1
2

d∑
i, j=1

ai j
∂2h

∂xi∂xj
+

d∑
j=1

bj
∂h
∂xj

,

bj =
1
2

d∑
i=1

eU
∂

∂xi

(
e−Uai j

)
=

1
2

d∑
i=1

(
∂ai j
∂xi
− ai j

∂U
∂xi

)
.

The generator L is a second-order elliptic differential operator in divergence form. Alternatively, it can be
written in a more geometric way by performing integration by parts on the Riemannian manifold (Rd,g).
Let dvolg =

√
det g dλ denote the Riemannian volume measure. Then

dµ =
1
Z

e−V dvolg, where V := U +
1
2

log det g.

By applying the integration by parts formula with respect to the Riemannian volume we obtain

E( f , h) =
1
2

ˆ
〈grad f , grad h〉

1
Z

e−V dvolg = −
ˆ

f Lh
1
Z

e−V dvolg = − ( f ,Lh)L2(µ) ,

where Lh is given by

Lh =
1
2

eVdivg
(
e−Vgradgh

)
=

1
2
∆gh −

1
2
〈grad V,grad h〉.

Here the divergence operator divg is defined as the adjoint of the gradient gradg w.r.t. the Riemannian
volume, and ∆g := divggradg is the Laplace-Beltrami operator on the Riemannian manifold (Rd,g).

Under appropriate assumptions on the coefficients ai j and bj , the existence of a diffusion process solving
the martingale problem for the operator (L,C∞0 (R

d)) follows from Theorem 6.7. Alternatively, if a(x) can
be represented as a(x) = σ(x)σ(x)T with a locally Lipschitz continuous function σ : Rd → Rd×d, then a
solution of the martingale problem can be obtained as a solution of the corresponding stochastic differential
equation

dXt = b(Xt ) dt + σ(Xt ) dBt

driven by a Brownian motion in Rd, see for instance [17]. Under an appropriate Lyapunov type drift
condition, non-explosiveness can then be shown again via Hasminskii’s criterion, see Corollary 1.21. If
V ≡ 0 then L = 1

2∆g, and an associated diffusion process is (by definition) a Brownian motion on the
Riemannian manifold (Rd,g).

7.2. Self-adjoint operators and spectral theory

By Theorem 7.1, a reversible Markov process induces a C0 contraction semigroup (Pt )t≥0 of symmetric
linear operators on the Hilbert space L2(S, µ), where S is the state space and µ is the invariant law of the
process at any given time t. We will see below that the corresponding generator (L,Dom(L)) is a negative
definite self-adjoint linear operator on this Hilbert space. As a consequence, spectral theory can be applied
to study the transition semigroup and its relation to the generator. In particular, we will see that Pt = exp(tL)
where the operator exponential is defined via the spectral theorem for self-adjoint linear operators. For
further background on spectral theory for self-adjoint operators see e.g. Reed and Simon [45, 46] or Yosida
[56].
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Spectral decomposition for compact symmetric operators

Before stating the spectral theorem for general self-adjoint linear operators on a Hilbert space, we consider
the case of compact operators.

Definition 7.3 (Bounded and compact linear operators). Suppose that E and F are Banach spaces, and
let B(0,1) denote the unit ball in E .

1) A linear operator K : E → F is called bounded iff K(B(0,1)) is bounded. The linear space of all
bounded linear operators from E to F is denoted by L(E,F).

2) K is called compact iff the closure of K(B(0,1)) is compact in F.

A linear operator K is bounded if and only if K is continuous, or, equivalently, if and only if there exists a
finite constant C such that ‖K f ‖F ≤ C‖ f ‖F for all f ∈ E . The smallest constant C with this property is the
operator norm

‖K ‖L(E ,F) := sup {‖K f ‖F : f ∈ E with ‖ f ‖F = 1} .

Moreover, K is compact if and only if for every bounded sequence ( fn)n∈N, the sequence (K fn)n∈N has a
convergent subsequence. Of course, every compact linear operator is bounded, but the converse is only true
if the dimension of F is finite.

Example (Compact integral operators). Suppose that E = F = L2(S, µ), and K is a Hilbert-Schmidt
integral operator given by

(K f )(x) =
ˆ

K(x, y) f (y) µ(dy),

where K : S × S → R is a square integrable function, i.e.,ˆ ˆ
K(x, y)2 µ(dx) µ(dy) < ∞.

Then K is compact, see for example Yosida [56, p. X.2]. This applies for example if S is a bounded
domain in Rd with smooth boundary, and K = Pt or K = Gα for some t, α > 0, where (Pt )t≥0 and
(Gα)α>0 are the transition semigroup and the resolvent of Brownian motion on S with normal reflection
or absorption at the boundary.

From now on, we assume that H is a separable real Hilbert space of infinite dimension with inner product
(·, ·). Later, wewill usually choose H = L2(S, µ). A bounded linear operatorK : H → H can be characterized
by its associated bilinear form

Q( f ,g) = ( f ,Kg), f ,g ∈ H.

By definition, K is symmetric iffQ is symmetric, and K is non-negative definite iff Q( f , f ) ≥ 0 for all f ∈ H.
An element f ∈ H is an eigenfunction of K with eigenvalue λ iff K f = λ f .

Theorem 7.4 (Rayleigh-Ritz variational principle). Suppose that K : H → H is a symmetric non-
negative definite compact linear operator. Then there exists an orthonormal basis1 {ei : i ∈ N} consisting of
eigenfunctions of K with real eigenvalues λn where λ1 = ‖K ‖L(H ,H), λn ≥ λn+1 for all n, and limn→∞ λn =

0. The eigenvalues and eigenfunctions are given inductively by the variational characterization

λn = max {Q( f , f ) : f ∈ H with ‖ f ‖ = 1, f ⊥ span{e1, . . . , en−1} } ,

where en is a maximizer of the variational expression for λn.
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7. Reversible Markov processes

For the proof see for example [1, p. 10.14]. The key point is to show that the maxima are achieved.
This follows by the Banach-Alaoglu Theorem (existence of a weakly convergent subsequence of a bounded
sequence in H) and compactness of K . Of course, the same result holds if H is finite dimensional, except
that in this case, there are only finitely many eigenvalues λ1 ≥ λ2 ≥ . . . ≥ λd.

Self-adjointness

Many generators of Markov processes are unbounded linear operators. Often, the resolvent is compact, and
thus it is still possible to apply the spectral decomposition for compact linear operators. However, this is not
always the case, for example the resolvent of Brownian motion on Rd is not compact. Moreover, it is tedious
to verify compactness in each case. Therefore, it is important to extend the spectral theorem to unbounded
linear operators. These can only be defined on a dense subspace of the Hilbert space, and it turns out that
symmetry on its own is not sufficient to obtain a spectral decomposition.

Definition 7.5 (Adjoint operator, self-adjoint operator). Suppose that L : Dom(L) ⊆ H → H is a
densely defined linear operator on H.

1) The adjoint operator (L∗,Dom(L∗)) is defined by

Dom(L∗) = { f ∈ H : ∃ L∗ f ∈ H : ( f , Lg) = (L∗ f ,g) for all g ∈ Dom(L)} .

2) The operator (L,Dom(L)) is called self-adjoint iff

(L,Dom(L)) = (L∗,Dom(L∗)). (7.13)

3) The operator (L,Dom(L)) is called essentially self-adjoint iff its closure is a self-adjoint operator.

It is important to observe that self-adjointness is stronger than symmetry. Indeed, the definition of the
adjoint shows that the operator (L,Dom(L)) is symmetric if and only if

(L,Dom(L)) ⊆ (L∗,Dom(L∗)). (7.14)

In general, however, there can be functions in the domain of the adjoint L∗ of a symmetric linear operator
that are not contained in the domain of L. On the other hand, (7.14) shows that a symmetric linear operator
with Dom(L) = H is also self-adjoint. In particular, this applies to densely defined bounded linear operators,
and thus to all symmetric linear operators on a finite dimensional Hilbert space.

Exercise (Generators of Brownian motions with boundary conditions on (0, 1)). Consider L f = f ′′/2
as a linear operator on the Hilbert space H = L2(0,1). Prove the following assertions.

1) The linear operator (L,C∞0 (0,1)) is symmetric but not self-adjoint. Moreover, the domain of the
adjoint operator L∗ is the Sobolev space

H2,2(0,1) =
{

f ∈ C1([0,1]) : f ′ is absolutely continuous with f ′′ ∈ L2(0,1)
}
.

2) The operator (L,H2,2(0,1)) is not even symmetric.

3) Now consider the domains

DDirichlet =
{

f ∈ H2,2(0,1) : f (0) = f (1) = 0
}
,

DNeumann =
{

f ∈ H2,2(0,1) : f ′(0) = f ′(1) = 0
}
,

Dperiodic =
{

f ∈ H2,2(0,1) : f (0) = f (1) and f ′(0) = f ′(1)
}
.

Show that the operator L is self-adjoint on each of these domains. Which reversible Markov
processes correspond to these generators?
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4) Give more examples of self-adjoint extensions of the operator (L,C∞0 (0,1)). Are all these exten-
sions generators of transition semigroups of reversible Markov processes?

Theorem 7.6 (Generators of reversible Markov processes are self-adjoint). Suppose that (Pt )t≥0 is a
symmetric C0 contraction semigroup of linear operators on H. Then the following assertions hold.

1) For every t ≥ 0, Pt is a self-adjoint contraction.

2) The generator (L,Dom(L)) is self-adjoint and negative definite, i.e., ( f , L f ) ≤ 0 for any f ∈ Dom(L).

Proof. 1) This follows from the remark above since Pt is symmetric and defined on all of H.

2) We first observe that L is symmetric and negative definite, since for any f ,g ∈ Dom(L),

( f , L f ) = lim
t↓0

1
t
{( f ,Pt f ) − ( f , f )} ≤ 0, and

( f , Lg) − (L f ,g) =
d
dt
{( f ,Ptg) − (Pt f ,g)}

����
t=0+

= 0.

Hence (7.14) is satisfied, and it “only” remains to show Dom(L) ⊇ Dom(L∗).

To this end, let g ∈ Dom(L∗), and fix an arbitrary real α > 0. By the Hille-Yosida Theorem, the range
of αI − L is the whole Hilbert space H. Hence there exists f ∈ Dom(L) such that

αg − L∗g = α f − L f = α f − L∗ f . (7.15)

Here the last identity holds by (7.14). Equation (7.15) shows that f − g is contained in the kernel of
the operator αI − L∗. It can be verified that this kernel is the orthogonal complement of the range of
the operator αI − L.. But by the Hille-Yosida Theorem, this range is the whole Hilbert space, and thus
f − g = 0. Hence we have shown that g = f , and thus g ∈ Dom(L).

�

The spectral theorem for self-adjoint operators

We will now state a version of the spectral theorem for self-adjoint operators. The next definition is crucial.

Definition 7.7 (Resolution of the identity). A resolution of the identity on the Hilbert space H is a family
of symmetric linear operators Eλ : H → H (λ ∈ R) satisfying the following properties.

(i) Projectivity: For any λ, µ ∈ R, EλEµ = Emin(λ,µ).

(ii) Normalization: For any f ∈ H, limλ↓−∞ Eλ f = 0 and limλ↑∞ Eλ f = f .

(iii) Right continuity: For any f ∈ H and λ ∈ R, limh↓0 Eλ+h f = Eλ f .

Notice that Condition (i) implies that each linear operator Eλ is a self-adjoint projection, i.e., E2
λ = Eλ.

Furthermore, if (Eλ)λ∈R is a resolution of the identity, then for every f ∈ H, the function λ 7→ ( f ,Eλ f ) is
the distribution function of a positive measure µ f on (R,B(R)), and, correspondingly, for every f ,g ∈ H,
λ 7→ ( f ,Eλg) is the distribution function of a signed measure µ f ,g on (R,B(R)). We write

µ f (dλ) = d( f ,Eλ f ) and µ f ,g(dλ) = d( f ,Eλg).
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In this sense, one can view a symmetric resolution of the identity as the distribution function of a projection-
valued measure dEλ on (R,B(R)).

The spectral theorem states that for every self-adjoint operator on H there is a resolution of the identity
that provides a spectral decomposition of the operator. We first consider the special case of an operator with
discrete spectrum. In this case, the spectral measure dEλ is also discrete.

Example (Discrete spectrum). Suppose that (L,Dom(L)) is a self-adjoint linear operator with discrete
spectrum, i.e., there is an orthonormal basis {ei : i ∈ N} consisting of eigenfunctions of L. Since the
operator is self-adjoint, the eigenvalues λi are real, and a resolution of the identity is given by

Eλ f =
∑

i:λi ≤λ
ei (ei, f ), λ ∈ R.

Here, Eλ is the orthogonal projection onto the closed subspace H(−∞,λ] ⊆ H that is defined as the
completion of the linear span of all eigenfunctions with eigenvalues ≤ λ. Moreover,

( f ,Eλg) =
∑
α≤λ

( f ,Παg),

where the sum is over all eigenvalues α, and Πα denotes the orthogonal projection onto the eigenspace
ker(αI − L) corresponding to the eigenvalue α. Thus, for f ,g ∈ H, µ f ,g is the discrete measure given by

µ f ,g =
∑

α∈spec(L)

( f ,Παg) δα ,

and the projection-valued spectral measure is formally given by

dEλ =
∑

α∈spec(L)

Πα δα(dλ) .

Finally, the operator L can be recovered from the spectral measure by the identity

( f , Lg) =
∑

α∈spec(L)

α ( f ,Παg) =
ˆ
R
λ µ f ,g(dλ) for all f ∈ H and g ∈ Dom(L),

Dom(L) =
{

f ∈ H :
ˆ
R
λ2 µ f (dλ) < ∞

}
.

Exercise. Complete the missing details in the last example.

Although it is not always straightforward to verify, many generators of Markov processes that we are
interested in actually do have a discrete spectrum. On the contrary, the generator of Brownian motion on
the Hilbert space H = L2(Rd) is (∆/2,H2,2(Rd)). This operator does not have a discrete spectrum, and
its spectral decomposition is given by the Fourier transform. Because of this and other examples, the next
theorem is crucial.

Theorem 7.8 (Spectral theorem for self-adjoint linear operators).

7.3. Symmetric Markov semigroups and Dirichlet forms

Closed quadratic forms
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Definition 7.9 (Closed form; closability and closure).

Lemma 7.10 (Conditions for closability).

Example ().

From the quadratic form to generator and resolvent

Theorem 7.11 (Resolvent and generator of a quadratic form).

Self-adjoint extensions

Theorem 7.12 (Friedrichs extension).

Example (Overdamped Langevin dynamics).

From semigroup and resolvent to the quadratic form

Lemma 7.13 (Monotonicity).

Theorem 7.14 (Regularization of quadratic forms via the semigroup).

Exercise (Regularization via the resolvent).

One-to-one correspondences

Theorem 7.15 (Closed symmetric forms, self-adjoint operators and symmetric contraction semigroups).

Definition 7.16 (Dirichlet form; Dirichlet operator).

Theorem 7.17 (Dirichlet forms, Dirichlet operators and symmetric sub-Markov semigroups).

The assertion in the following exercise is often useful to verify in concrete examples that a given closed
quadratic form is a Dirichlet form.
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Exercise (Checking the Dirichlet property in practice). Show that a closed densely defined quadratic
form (E,Dom(E)) on L2(S, µ) is a Dirichlet form if and only if there is a dense subspace A ⊆ Dom(E)
such that for any f ∈ A and for any function ϕ ∈ C∞

b
(R) with ϕ(0) = 0 and 0 ≤ ϕ′ ≤ 1, it holds

ϕ ◦ f ∈ Dom(E) and E(ϕ ◦ f , ϕ ◦ f ) ≤ E( f , f ) .

Usually, the form E and the generator L are first given on an appropriate space A of smooth functions.
Closability can then be verified by Lemma 7.10, and the exercise above can be applied to show that the
closure is a Dirichlet form, and the associated Friedrichs extension of (L,A) generates a sub-Markovian
semigroup (Pt )t≥0. The Markov representation theorem then ensures that each Pt is almost surely given by
integration w.r.t. a sub-probability kernel pt (x, dy).

Theorem 7.18 (Markov representation theorem). Let µ be a probability measure on a Polish space S
endowed with its Borel σ-algebra B, and suppose that P : F+(S) → F+(S) is a sub-Markovian linear
operator.

1) Suppose that P is bounded on L1(µ), i.e., there exists a finite constant C such that

‖P f ‖L1(µ) ≤ C ‖ f ‖L1(µ) for all f ∈ F+(S). (7.16)

Then there exists a sub-probability kernel p(x, dy) on (S,B) such that for any f ∈ F+(S),

(P f )(x) =
ˆ

f (y) p(x, dy) for µ-almost every x ∈ S. (7.17)

In particular, this is the case if µ is sub-invariant for P.

2) If P is even bounded as an operator from L1(µ) to L∞(µ), i.e., there exists a finite constant M such
that

‖P f ‖L∞(µ) ≤ M ‖ f ‖L1(µ) for all f ∈ F+(S), (7.18)

then there exists a non-negative measurable function p : S × S → [0,M] such that for any f ∈ F+(S),

(P f )(x) =
ˆ

f (y) p(x, y) µ(dy) for µ-almost every x ∈ S. (7.19)

Exercise (Proof of Markov representation theorem). Prove Theorem 7.18 by proceeding in the fol-
lowing steps.

a) Show that it suffices to prove the result under the additional assumption that P is Markov, i.e.,
P1 = 1. To this end extend a given sub-Markovian linear operator P on F+(S) to a Markovian
linear operator P̂ on F+(S Û∪{∆}).

b) Show that if (7.16) holds then

Q(A,B) :=
ˆ

1A P1B dµ, A,B ∈ B,

is a bimeasure with total mass 1, i.e., Q is a measure in each of its variables if the other variable
is fixed, and Q(S,S) = 1.

c) You may assume without proof that for every such bimeasure, there is a probability measure q on
the product space S × S such that

Q(A,B) = q(A × B) for all A,B ∈ B,
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see [42, 11]. Conclude that under (7.16), there exists a probability kernel p(x, dy) such that
ˆ

f Pg dµ =
ˆ

f pg dµ for all f ,g ∈ F+(S),

and show that (7.17) holds.

2) Since S is a Polish space, there exists a filtration (Fn)n∈N such that B = σ (
⋃

n∈N Fn) and each Fn
is generated by a finite partition of S. Let Pn f denote the conditional expectation given Fn of P f
w.r.t. µ. Show that if (7.18) holds then for every n ∈ N, there exists an Fn⊗Fn measurable function
pn : S × S → [0,M] such that (7.19) holds with P and p replaced by Pn and pn. Moreover, show
that pn is an Fn ⊗ Fn martingale under µ ⊗ µ. Conclude that p = limn→∞ pn exists µ ⊗ µ-almost
surely, and (7.19) holds.

7.4. Model examples of reversible diffusions

Brownian motion on a flat torus

Brownian motion on a bounded domain

Standard Ornstein-Uhlenbeck processes

General Ornstein-Uhlenbeck processes

Brownian motion on the unit sphere

7.5. General reversible diffusions and transformations

One-dimensional diffusions

Overdamped Langevin dynamics

Sub-Markov semigroups and h-transform

Additive functionals

Time change
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8. Markov Chain Monte Carlo methods

8.1. General Metropolis-Hastings method

Metropolis-Hastings algorithm

Two examples

Independence Sampler

8.2. Random Walk Metropolis

Gaussian case

General case

Examples

8.3. Langevin algorithms

Unadjusted Langevin Algorithm

ULA in the general case

Metropolis Adjusted Langevin Algorithm

Conductance bound for Metropolis-Hastings algorithms

8.4. “Dimension-free” Metropolis-Hastings

Gaussian measures on Hilbert spaces

Preconditioned Crank-Nicholson

Preconditioned MALA
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9. Functional inequalities and convergence to
equilibrium

Our goal in the following sections is to relate the long time asymptotics (t ↑ ∞) of a time-homogeneous
Markov process and its transition semigroup to its infinitesimal characteristics which describe the short-time
behavior (t ↓ 0):

Asymptotic properties ↔ Infinitesimal behavior, generator
t ↑ ∞ t ↓ 0

Although this is usually limited to the time-homogeneous case, some of the results can be applied to
time-inhomogeneous Markov processes by considering the space-time process (t,Xt ), which is always time-
homogeneous. Useful additional references for this chapter are the books by Royer [50] and Bakry, Gentil,
Ledoux [2], and the lecture notes by Malrieu [38].

Let S again be a Polish space endowed with its Borel σ-algebra B. As before, we assume that we are given
a right continuous time-homogeneous Markov process ((Xt )t≥0, (Ft )t≥0, (Px)x∈S) with transition semigroup
(pt )t≥0 such that for any x ∈ S, (Xt )t≥0 is under Px a solution of the martingale problem for (L,A) with
Px [X0 = x] = 1. HereA is a linear subspace of Fb(S), andL : A → F(S) is a linear operator. Furthermore,
we assume from now on that µ is an invariant probability measure for (pt )t≥0. Then pt is a contraction on
Lp(S, µ) for all p ∈ [1,∞] since

ˆ
|pt f |p dµ ≤

ˆ
pt | f |p dµ =

ˆ
| f |p dµ ∀ f ∈ Fb(S)

by Jensen’s inequality and invariance of µ. The assumptions onA0 andA imposed above can be relaxed in
the following way:

(A0) If µ is a signed measure on S with finite variation such that
´

f dµ = 0 for any f ∈ A, then µ ≡ 0.

(A1’) f , Lf ∈ Lp(S, µ) for all 1 ≤ p < ∞

(A2’) A0 is dense in A with respect to the Lp(S, µ) norms, 1 ≤ p < ∞, and pt f ∈ A for all f ∈ A0

In addition, we assume for simplicity

(A3) 1 ∈ A

Remark. Condition (A0) implies that A, and hence A0, is dense in Lp(S, µ) for all p ∈ [1,∞). In fact, if
g ∈ Lq(S, µ), 1

q +
1
p = 1, with

´
f g dµ = 0 for all f ∈ A, then g dµ = 0 by (A0) and hence g = 0 µ-a.e.

Similarly as above, the conditions (A0), (A1’) and (A2’) imply that (pt )t≥0 induces a C0 semigroup on
Lp(S, µ) for all p ∈ [1,∞), and the generator (L(p),Dom(L(p))) extends (L,A), i.e.,

A ⊆ Dom(L(p)) and L(p) f = Lf µ-a.e. for all f ∈ A

In particular, the Kolmogorov forward equation

d
dt

pt f = ptLf ∀ f ∈ A
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and the backward equation
d
dt

pt f = Lpt f ∀ f ∈ A0

hold with the derivative taken in the Banach space Lp(S, µ).

Example. (i) Finite state space: Suppose µ(x) > 0 for all x ∈ S.
Generator:

(L f )(x) =
∑
y

L(x, y) f (y) =
∑
y

L(x, y)( f (y) − f (x))

Adjoint:

L∗µ(y, x) =
µ(x)
µ(y)
L(x, y)

Proof.

(L f ,g)µ =
∑
x,y

µ(x)L(x, y) f (y)g(x)

=
∑

µ(y) f (y)
µ(x)
µ(y)
L(x, y)g(x)

= ( f ,L∗µg)µ �

Symmetric part:

Ls(x, y) =
1
2
(L(x, y) + L∗µ(x, y)) =

1
2

(
L(x, y) +

µ(y)

µ(x)
L(y, x)

)
µ(x)Ls(x, y) =

1
2
(µ(x)L(x, y) + µ(y)L(y, x))

Dirichlet form:

Es( f ,g) = −(Ls f ,g) = −
∑
x,y

µ(x)Ls(x, y) ( f (y) − f (x)) g(x)

= −
∑
x,y

µ(y)Ls(y, x) ( f (x) − f (y)) g(y)

= −
1
2

∑
µ(x)Ls(x, y) ( f (y) − f (x)) (g(y) − g(x))

Hence
E( f , f ) = Es( f , f ) =

1
2

∑
x,y

Q(x, y) ( f (y) − f (x))2

where
Q(x, y) = µ(x)Ls(x, y) =

1
2
(µ(x)L(x, y) + µ(y)L(y, x))

(ii) Diffusions in Rn: Let

L =
1
2

∑
i, j

ai j
∂2

∂xi∂xj
+ b · ∇,

and A = C∞0 , µ = % dx, %,ai j ∈ C1, b ∈ C % ≥ 0,

Es( f ,g) =
1
2

ˆ n∑
i, j=1

ai j
∂ f
∂xi

∂g

∂xj
dµ

E( f ,g) = Es( f ,g) − ( f , β · ∇g), β = b −
1

2%
÷

(
%ai j

)
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Running example: Kolmogorov diffusions

9.1. Divergences and relaxation times

f-divergences

Definition 9.1 ("Distances" of probability measures). µ, ν probability measures on S, µ − ν signed
measure.

(i) Total variation distance:
‖ν − µ‖TV = sup

A∈S

|ν(A) − µ(A)|

(ii) χ2-divergence:

χ2(µ|ν) =


´ (

dµ
dν − 1

)2
dµ =

´ (
dν
dµ

)2
dµ − 1 if ν � µ

+∞ else

(iii) Relative entropy (Kullback-Leibler divergence):

H(ν |µ) =

{´
dν
dµ log dν

dµ dµ =
´

log dν
dµ dν if ν � µ

+∞ else

(where 0 log 0 := 0).

Remark. By Jensen’s inequality,

H(ν |µ) ≥
ˆ

dν
dµ

dµ log
ˆ

dν
dµ

dµ = 0

Properties of f-divergences

Bounds on the variation norm:

Lemma 9.2. (i)

‖ν − µ‖2TV ≤
1
4
χ2(ν |µ)

(ii) Pinsker’s inequality:

‖ν − µ‖2TV ≤
1
2

H(ν |µ) ∀ µ, ν ∈ M1(S)

Proof. If ν 3 µ, then H(ν |µ) = χ2(ν |µ) = ∞.
Now let ν � µ:

(i)

‖ν − µ‖TV =
1
2
‖% − 1‖L1(µ) ≤

1
2
‖% − 1‖L2(µ) =

1
2
χ2(ν |µ)

1
2
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(ii) We have the inequality

3(x − 1)2 ≤ (4 + 2x)(x log x − x + 1) ∀ x ≥ 0

and hence
√

3|x − 1| ≤ (4 + 2x)
1
2 (x log x − x + 1)

1
2

and with the Cauchy Schwarz inequality

√
3
ˆ
|% − 1| dµ ≤

(ˆ
(4 + 2%) dµ

) 1
2
(ˆ
(% log % − % + 1) dµ

) 1
2

=
√

6 · H(ν |µ)
1
2 �

Remark. If S is finite and µ(x) > 0 for all x ∈ S then conversely

χ2(ν |µ) =
∑
x∈S

(
ν(x)
µ(x)

− 1
)2
µ(x) ≤

(∑
x∈S

���ν(x)µ(x) − 1
��� µ(x))2

minx∈S µ(x)

=
4‖ν − µ‖2TV

min µ

Variational characterizations

Lemma 9.3 (Variational characterizations).
(i)

‖ν − µ‖ =
1
2

sup
f ∈Fb (S)
| f | ≤1

(ˆ
f dν −

ˆ
f dµ

)
(ii)

χ2(ν |µ) = sup
f ∈Fb (S)´
f 2 dµ≤1

(ˆ
f dν −

ˆ
f dµ

)2

and by replacing f by f −
´

f dµ,

χ2(ν |µ) = sup
f ∈Fb (S)´
f 2 dµ≤1´
f dµ=0

(ˆ
f dν

)2

(iii)

H(ν |µ) = sup
f ∈Fb (S)´
e f dµ≤1

ˆ
f dν = sup

f ∈Fb (S)

ˆ
f dν − log

ˆ
e f dµ

Remark.
´

e f dµ ≤ 1, hence
´

f dµ ≤ 0 by Jensen and we also have

sup´
e f dµ≤1

(ˆ
f dν −

ˆ
f dµ

)
≤ H(ν |µ)
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Proof. (i)” ≤ ”

ν(A) − µ(A) =
1
2
(ν(A) − µ(A) + µ(Ac) − ν(Ac)) =

1
2

(ˆ
f dν −

ˆ
f dµ

)
and setting f := IA − IAc leads to

‖ν − µ‖TV = sup
A
(ν(A) − µ(A)) ≤

1
2

sup
| f | ≤1

(ˆ
f dν −

ˆ
f dµ

)
” ≥ ” If | f | ≤ 1 then

ˆ
f d(ν − µ) =

ˆ

S+

f d(ν − µ) +
ˆ

S−

f d(ν − µ)

≤ (ν − µ)(S+) − (ν − µ)(S−)

= 2(ν − µ)(S+) (since (ν − µ)(S+) + (ν − µ)(S−) = (ν − µ)(S) = 0)
≤ 2‖ν − µ‖TV

where S = S+ Û
⋃

S−, ν − µ ≥ 0 on S+, ν − µ ≤ 0 on S− is the Hahn-Jordan decomposition of the
measure ν − µ.

(ii) If ν � µ with density % then

χ2(ν |µ)
1
2 = ‖% − 1‖L2(µ) = sup

f ∈L2(µ)
‖ f ‖

L2(µ)≤1

ˆ
f (% − 1) dµ = sup

f ∈Fb (S)
‖ f ‖

L2(µ)≤1

(ˆ
f dν −

ˆ
f dµ

)

by the Cauchy-Schwarz inequality and a density argument.

If ν 3 µ then there exists A ∈ S with µ(A) = 0 and ν(A) , 0. Choosing f = λ · IA with λ ↑ ∞ we
see that

sup
f ∈Fb (S)
‖ f ‖

L2(µ)≤1

(ˆ
f dν −

ˆ
f dµ

)2
= ∞ = χ2(ν |µ).

This proves the first equation. The second equation follows by replacing f by f −
´

f dµ.

(iii) First equation:

” ≥ ” By Young’s inequality,
uv ≤ u log u − u + ev

for all u ≥ 0 and v ∈ R, and hence for ν � µ with density %,
ˆ

f dν =
ˆ

f % dµ

≤

ˆ
% log % dµ −

ˆ
% dµ +

ˆ
e f dµ

= H(ν |µ) − 1 +
ˆ

e f dµ ∀ f ∈ Fb(S)

≤ H(ν |µ) if
ˆ

e f dµ ≤ 1
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” ≤ ” ν � µ with density %:

a) ε ≤ % ≤ 1
ε for some ε > 0: Choosing f = log % we have

H(ν |µ) =
ˆ

log % dν =
ˆ

f dν

and ˆ
e f dµ =

ˆ
% dµ = 1

b) General case by an approximation argument.

Second equation: cf. Deuschel, Stroock [12]. �

Remark. If ν � µ with density % then

‖ν − µ‖TV =
1
2

sup
| f | ≤1

ˆ
f (% − 1) dµ =

1
2
‖% − 1‖L1(µ)

However, ‖ν − µ‖TV is finite even when ν 3 µ.

Relaxation times and mixing times

9.2. Poincaré inequalities and L2 relaxation

We first restrict ourselves to the case p = 2. For f ,g ∈ L2(S, µ) let

( f ,g)µ =
ˆ

f g dµ

denote the L2 inner product.

Definition 9.4. The bilinear form

E( f ,g) := −( f ,Lg)µ = −
d
dt
( f , ptg)µ

���
t=0
,

f ,g ∈ A, is called the Dirichlet form associated to (L,A) on L2(µ).

Es( f ,g) :=
1
2
(E( f ,g) + E(g, f ))

is the symmetrized Dirichlet form.

Remark. More generally, E( f ,g) is defined for all f ∈ L2(S, µ) and g ∈ Dom(L(2)) by

E( f ,g) = −( f , L(2)g)µ = −
d
dt
( f , ptg)µ

���
t=0

Decay of variances and χ2 divergences
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9.2. Poincaré inequalities and L2 relaxation

Theorem 9.5. For all f ∈ A0 and t ≥ 0

d
dt

Varµ(pt f ) =
d
dt

ˆ
(pt f )2 dµ = −2E(pt f , pt f ) = −2Es(pt f , pt f )

Remark. (i) In particular,

E( f , f ) = −
1
2

ˆ
(pt f )2 dµ = −

1
2

d
dt

Varµ(pt f )
���
t=0
,

infinitesimal change of variance

(ii) The assertion extends to all f ∈ Dom(L(2)) if the Dirichlet form is defined with respect to the L2

generator. In the symmetric case the assertion even holds for all f ∈ L2(S, µ).

Proof. By the backward equation,
d
dt

ˆ
(pt f )2 dµ = 2

ˆ
ptLpt f dµ = −2E(pt f , pt f ) = −2Es(pt f , pt f )

Moreover, since ˆ
pt f dµ =

ˆ
f d(µpt ) =

ˆ
f dµ

is constant,
d
dt

Varµ(pt f ) =
d
dt

ˆ
(pt f )2 dµ �

Remark. (i) In particular,

E( f , f ) = −
1
2

d
dt

ˆ
(pt f )2 dµ

���
t=0
= −

1
2

d
dt

Varµ(pt f )

Es( f ,g) =
1
4
(Es( f + g, f + g) + Es( f − g, f − g)) = −

1
2

d
dt

Covµ(pt f , ptg)

Dirichlet form = infinitesimal change of (co)variance.

(ii) Since pt is a contraction on L2(µ), the operator (L,A) is negative-definite, and the bilinear form
(E,A) is positive definite:

(− f ,L f )µ = E( f , f ) = −
1
2

lim
t↓0

(ˆ
(pt f )2 dµ −

ˆ
f 2 dµ

)
≥ 0

Corollary 9.6 (Decay of variance). For λ > 0 the following assertions are equivalent:

(i) Poincaré inequality:
Varµ( f ) ≤

1
λ
E(s)( f , f ) ∀ f ∈ A

(ii) Exponential decay of variance:

Varµ(pt f ) ≤ e−2λt Varµ( f ) ∀ f ∈ L2(S, µ) (9.1)

(iii) Spectral gap: (Only equivalent in reversible case!)

Realα ≥ λ ∀α ∈ spec
(
−L(2)

���
span{1}⊥

)
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9. Functional inequalities and convergence to equilibrium

Remark. Optimizing over λ, the corollary says that (9.1) holds with

λ := inf
f ∈A

E( f , f )
Varµ( f )

= inf
f ∈A

f⊥1 in L2(µ)

( f ,−L f )µ
( f , f )µ

Proof.(i) ⇒ (ii)

E( f , f ) ≥ λ · Varµ( f ) ∀ f ∈ A

By the theorem above,

d
dt

Varµ(pt f ) = −2E(pt f , pt f ) ≤ −2λVarµ(pt f )

for all t ≥ 0, f ∈ A0. Hence

Varµ(pt f ) ≤ e−2λt Varµ(p0 f ) = e−2λt Varµ( f )

for all f ∈ A0. Since the right hand side is continuous with respect to the L2(µ) norm, and A0 is
dense in L2(µ) by (A0) and (A2), the inequality extends to all f ∈ L2(µ).

(ii) ⇒ (iii) For f ∈ Dom(L(2)),
d
dt

Varµ(pt f )
���
t=0
= −2E( f , f ).

Hence if (9.1) holds then

Varµ(pt f ) ≤ e−2λt Varµ( f ) ∀ t ≥ 0

which is equivalent to

Varµ( f ) − 2tE( f , f ) + o(t) ≤ Varµ( f ) − 2λt Varµ( f ) + o(t) ∀ t ≥ 0

Hence

E( f , f ) ≥ λVarµ( f )

and thus

−(L(2) f , f )µ ≥ λ
ˆ

f 2 dµ for f⊥1

which is equivalent to (iii) if reversibility holds.

(iii) ⇒ (i) Follows by the equivalence above. �

Remark. Since (L,A) is negative definite, λ ≥ 0. In order to obtain exponential decay, however, we need
λ > 0, which is not always the case.

Corollary 9.7. The assertions (i) − (iii) in the corollary above are also equivalent to

(iv) Exponential decay of χ2 divergence w.r.t. equilibrium measure:

χ2(νpt |µ) ≤ e−2λt χ2(ν |µ) ∀ ν ∈ M1(S)
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9.2. Poincaré inequalities and L2 relaxation

Proof. We show (ii) ⇔ (iv).

”⇒ ” Let f ∈ L2(µ) with
´

f dµ = 0. Then
ˆ

f d(νpt ) −
ˆ

f dµ =
ˆ

f d(νpt ) =
ˆ

pt f dν

≤ ‖pt f ‖L2(µ) · χ
2(ν |µ)

1
2

≤ e−λt ‖ f ‖L2(µ) · χ
2(ν |µ)

1
2

where we have used that
´

pt f dµ =
´

f dµ = 0. By taking the supremum over all f with
´

f 2 dµ ≤ 1
we obtain

χ2(νpt |µ)
1
2 ≤ e−λt χ2(ν |µ)

1
2

”⇐ ” For f ∈ L2(µ) with
´

f dµ = 0, (iv) implies
ˆ

pt f g dµ
ν:=gµ
=

ˆ
f d(νpt ) ≤ ‖ f ‖L2(µ)χ

2(νpt |µ)
1
2

≤ e−λt ‖ f ‖L2(µ)χ
2(ν |µ)

1
2

= e−λt ‖ f ‖L2(µ)‖g‖L2(µ)

for all g ∈ L2(µ),g ≥ 0. Hence
‖pt f ‖L2(µ) ≤ e−λt ‖ f ‖L2(µ) �

Example (Gradient type diffusions in Rn).

dXt = dBt + b(Xt ) dt, b ∈ C(Rn,Rn)

Generator:

L f =
1
2
∆ f + b∇ f , f ∈ C∞0 (R

n)

symmetric with respect to µ = % dx, % ∈ C1 ⇔ b = 1
2∇ log %.

Corresponding Dirichlet form on L2(% dx):

E( f ,g) = −
ˆ
Lf g% dx =

1
2

ˆ
∇ f∇g% dx

Poincaré inequality:

Var% dx( f ) ≤
1

2λ
·

ˆ
|∇ f |2% dx

The one-dimensional case: n = 1, b = 1
2 (log %)′ and hence

%(x) = const. e
´ x

0 2b(y) dy

e.g. b(x) = −αx, %(x) = const. e−αx
2
, µ = Gauss measure.

Corollary 9.8. (i) If the Poincaré inequality

Varµ( f ) ≤
1
λ
E( f , f ) ∀ f ∈ A

holds then
‖νpt − µ‖TV ≤

1
2

e−λt χ2(ν |µ)
1
2 (9.2)

A. Eberle Markov Processes (v. July 7, 2020) 191



9. Functional inequalities and convergence to equilibrium

(ii) In particular, if S is finite then

‖νpt − µ‖TV ≤
1

minx∈S µ(x)
1
2

e−λt ‖ν − µ‖TV

where ‖ν − µ‖TV ≤ 1. This leads to a bound for the Dobrushin coefficient (contraction coefficient
with respect to ‖ · ‖TV).

Proof.

‖νpt − µ‖TV ≤
1
2
χ2(νpt |µ)

1
2 ≤

1
2

e−λt χ2(ν |µ)
1
2 ≤

2
2

1

min µ 1
2

e−λt ‖ν − µ‖TV

if S is finite. �

Consequence: Total variation mixing time: ε ∈ (0,1),

Tmix(ε) = inf {t ≥ 0 : ‖νpt − µ‖TV ≤ ε for all ν ∈ M1(S)}

≤
1
λ

log
1
ε
+

1
2λ

log
1

min µ(x)

where the first summand is the L2 relaxation time and the second is an upper bound for the burn-in time,
i.e. the time needed to make up for a bad initial distribution.

Remark. On high or infinite-dimensional state spaces the bound (9.2) is often problematic since χ2(ν |µ)

can be very large (whereas ‖ν − µ‖TV ≤ 1). For example for product measures,

χ2 (νn |µn) =

ˆ (
dνn

dµn

)2
dµn − 1 =

(ˆ (
dν
dµ

)2
dµ

)n
− 1

where
´ (

dν
dµ

)2
dµ > 1 grows exponentially in n.

Are there improved estimates?

ˆ
pt f dν −

ˆ
f dµ =

ˆ
pt f d(ν − µ) ≤ ‖pt f ‖sup · ‖ν − µ‖TV

Analysis: The Sobolev inequality implies

‖pt f ‖sup ≤ c · ‖ f ‖Lp

However, Sobolev constants are dimension dependent! This motivates a replacement by the log Sobolev
inequality, see Section 9.4 below.
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9.3. Lower bounds for spectral gaps

Spectral gap and relaxation time

Upper bounds for λP

The one-dimensional case

9.3. Lower bounds for spectral gaps

Factorization

Comparison

Isoperimetric bounds

Coupling bounds

9.4. Log Sobolev inequalities and entropy decay

We consider the setup from section 4.3. In addition, we now assume that (L,A) is symmetric on L2(S, µ).

Decay of relative entropy

Theorem 9.9 (Exponential decay of relative entropy). (i) H(νpt |µ) ≤ H(ν |µ) for all t ≥ 0 and ν ∈
M1(S).

(ii) If a logarithmic Sobolev inequality with constant α > 0 holds then

H(νpt |µ) ≤ e−
2
α tH(ν |µ)

Proof (Proof for gradient diffusions). L = 1
2∆+b∇, b = 1

2∇ log % ∈ C(Rn), µ = % dx probability measure,
A0 = span{C∞0 (R

n),1}
. The Logarithmic Sobolev Inequality implies that

ˆ
f 2 log

f 2

‖ f ‖2
L2(µ)

dµ ≤
α

2

ˆ
|∇ f |2 dµ = αE( f , f )

(i) Suppose ν = g · µ, 0 < ε ≤ g ≤ 1
ε for some ε > 0. Hence νpt � µ with density ptg, ε ≤ ptg ≤ 1

ε

(since
´

f d(νpt ) =
´

pt f dν =
´

pt f gdµ =
´

f ptg dµ by symmetry). This implies that

d
dt

H(νpt |µ) =
d
dt

ˆ
ptg log ptg dµ =

ˆ
Lptg(1 + log ptg) dµ

by Kolmogorov and since (x log x)′ = 1 + log x. We get

d
dt

H(νpt |µ) = −E(ptg, log ptg) = −
1
2

ˆ
∇ptg · ∇ log ptg dµ

where ∇ log ptg =
∇ptg
ptg

. Hence

d
dt

H(νpt |µ) = −2
ˆ ��∇√ptg

��2 dµ (9.3)

(i) −2
´ ��∇√ptg

��2 dµ ≤ 0
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(ii) The Logarithmic Sobolev Inequality yields that

−2
ˆ ��∇√ptg

��2 dµ ≤ −
4
α

ˆ
ptg log

ptg´
ptg dµ

dµ

where
´

ptg dµ =
´
g dµ = 1 and hence

−2
ˆ ��∇√ptg

��2 dµ ≤ −
4
α

H(νpt |µ)

(ii) Now for a general ν. If ν 3 µ, H(ν |µ) = ∞ and we have the assertion. Let ν = g · µ, g ∈ L1(µ) and

ga,b := (g ∨ a) ∧ b, 0 < a < b,

νa,b := ga,b · µ.

Then by (i),
H(νa,bpt |µ) ≤ e−

2t
α H(νa,b |µ)

The claim now follows for a ↓ 0 and b ↑ ∞ by dominated and monotone convergence. �

Remark. (i) The proof in the general case is analogous, just replace (9.3) by inequality

4E(
√

f ,
√

f ) ≤ E( f , log f )

(ii) An advantage of the entropy over the χ2 distance is the good behavior in high dimensions. E.g. for
product measures,

H(νd |µd) = d · H(ν |µ)

grows only linearly in dimension.

Corollary 9.10 (Total variation bound). For all t ≥ 0 and ν ∈ M1(S),

‖νpt − µ‖TV ≤
1
√

2
e−

t
α H(ν |µ)

1
2(

≤
1
√

2
log

1
min µ(x)

e−
t
α if S is finite

)

Proof.

‖νpt − µ‖TV ≤
1
√

2
H(νpt |µ)

1
2 ≤

1
√

2
e−

t
α H(ν |µ)

1
2

where we use Pinsker’s Theorem for the first inequality and Theorem 9.9 for the second inequality. Since S
is finite,

H(δx |µ) = log
1
µ(x)

≤ log
1

min µ
∀ x ∈ S

which leads to
H(ν |µ) ≤

∑
ν(x)H(δx |µ) ≤ log

1
min µ

∀ ν

since ν =
∑
ν(x)δx is a convex combination. �

Consequence for mixing time: (S finite)

Tmix(ε) = inf {t ≥ 0 : ‖νpt − µ‖TV ≤ ε for all ν ∈ M1(S)}

≤ α · log
1
√

2ε
+ log log

1
minx∈S µ(x)

Hence we have log log instead of log !
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Extensions

Log Sobolev implies Poincaré

Theorem 9.11 (Rothaus). A logarithmic Sobolev inequality with constant α implies a Poincaré inequality
with constant λ = 2

α .

Proof. Apply the logarithmic Sobolev-inequality to f = 1 + εg where
´
gdµ = 0. Then consider the limit

ε → 0 and use that x log x = x − 1 + 1
2 (x − 1)2 + O(|x − 1|3). �

Hypercontractivity

Theorem 9.12. With assumptions (A0)-(A3) and α > 0, the following statements are equivalent:

(i) Logarithmic Sobolev inequality (LSI)
ˆ
S

f 2 log
f 2

‖ f ‖2
L2(µ)

dµ ≤ 2αE( f , f ) ∀ f ∈ A

(ii) Hypercontractivity For 1 ≤ p < q < ∞,

‖pt f ‖Lq (µ) ≤ ‖ f ‖Lp (µ) ∀ f ∈ Lp(µ), t ≥
α

2
log

q − 1
p − 1

(iii) Assertion (ii) holds for p = 2.

Remark. Hypercontractivity and Spectral gap implies

‖pt f ‖Lq (µ) =


pt0 pt−t0 f




Lq (µ)

≤


pt−t0 f




L2(µ)

≤ e−λ(t−t0)‖ f ‖L2(µ)

for all t ≥ t0(q) := α
4 log(q − 1).

Proof. (i)⇒(ii). Idea: WLOG f ∈ A0, f ≥ δ > 0 (which implies that pt f ≥ δ ∀ t ≥ 0).
Compute

d
dt
‖pt f ‖Lq(t )(µ), q : R+ → (1,∞) smooth:

(i) Kolmogorov:

d
dt

pt f = Lpt f derivation with respect to sup-norm

implies that

d
dt

ˆ
(pt f )q(t) dµ = q(t)

ˆ
(pt f )q(t)−1Lpt f dµ + q′(t)

ˆ
(pt f )q(t) log pt f dµ

where ˆ
(pt f )q(t)−1Lpt f dµ = −E

(
(pt f )q(t)−1, pt f

)
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(ii) Stroock estimate:

E

(
f q−1, f

)
≥

4(q − 1)
q2 E

(
f

q
2 , f

q
2

)
Proof.

E( f q−1, f ) = −
(

f q−1,L f
)
µ
= lim

t↓0

1
t

(
f q−1, f − pt f

)
µ

= lim
t↓0

1
2t

¨ (
f q−1(y) − f q−1(x)

)
( f (y) − f (x)) pt (x, dy) µ(dx)

≥
4(q − 1)

q2 lim
t↓0

1
2t

¨ (
f

q
2 (y) − f

q
2
(x)

)2
pt (x, dy) µ(dx)

=
4(q − 1)

q2 E

(
f

q
2 , f

q
2

)
where we have used that(

a
q
2 − b

q
2

)2
≤

q2

4(q − 1)

(
aq−1 − bq−1

)
(a − b) ∀ a, b > 0, q ≥ 1

Remark.
• The estimate justifies the use of functional inequalities with respect to E to bound Lp

norms.
• For generators of diffusions, equality holds, e.g.:ˆ

∇ f q−1∇ f dµ =
4(q − 1)

q2

ˆ ���∇ f
q
2

���2 dµ

by the chain rule.
(iii) Combining the estimates:

q(t) · ‖pt f ‖q(t)−1
q(t)

d
dt
‖pt f ‖q(t) =

d
dt

ˆ
(pt f )q(t) dµ − q′(t)

ˆ
(pt f )q(t) log ‖pt f ‖q(t) dµ

where ˆ
(pt f )q(t) dµ = ‖pt f ‖q(t)

q(t)

This leads to the estimate

q(t) · ‖pt f ‖q(t)−1
q(t)

d
dt
‖pt f ‖q(t)

≤ −
4(q(t) − 1)

q(t)
E

(
(pt f )

q(t )
2 , (pt f )

q(t )
2

)
+

q′(t)
q(t)
·

ˆ
(pt f )q(t) log

(pt f )q(t)´
(pt f )q(t) dµ

dµ

(iv) Applying the logarithmic Sobolev inequality: Fix p ∈ (1,∞). Choose q(t) such that

αq′(t) = 2(q(t) − 1), q(0) = p

i.e.
q(t) = 1 + (p − 1)e

2t
α

Then by the logarithmic Sobolev inequality, the right hand side in the estimate above is negative,
and hence ‖pt f ‖q(t) is decreasing. Thus

‖pt f ‖q(t) ≤ ‖ f ‖q(0) = ‖ f ‖p ∀ t ≥ 0.

Other implication: Exercise. (Hint: consider d
dt ‖pt f ‖Lq(t )(µ)). �
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Basic examples

Example. Two-point space. S = {0,1}. Consider a Markov chain with generator

L =

(
−q q
p −p

)
, p,q ∈ (0,1), p + q = 1

which is symmetric with respect to the Bernoulli measure,

µ(0) = p, µ(1) = q

0 1

q = 1− p

p

Dirichlet form:

E( f , f ) =
1
2

∑
x,y

( f (y) − f (x))2 µ(x)L(x, y)

= pq · | f (1) − f (0)|2 = Varµ( f )

Spectral gap:

λ(p) = inf
f not const.

E( f , f )
Varµ( f )

= 1 independent of p !

Optimal Log Sobolev constant:

α(p) = sup
f⊥1´
f 2 dµ=1

´
f 2 log f 2 dµ
2E( f , f )

=

{
1 if p = 1

2
1
2

log q−log p
q−p else

goes to infinity as p ↓ 0 or p ↑ ∞ !
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| |

0 1p

b

1

9.5. Derivation of Log Sobolev inequalities

Factorization

Spectral gap and Logarithmic Sobolev Inequality for product measures:

Entµ( f ) :=
ˆ

f log f dµ, f > 0

Theorem 9.13 (Factorization property). (Si,Si, µi) probability spaces, µ = ⊗ni=1µi. Then

(i)

Varµ( f ) ≤
n∑
i=1

Eµ
[
Var(i)µi ( f )

]
where on the right hand side the variance is taken with respect to the i-th variable.

(ii)

Entµ( f ) ≤
n∑
i=1

Eµ
[
Ent(i)µi ( f )

]

Proof. (i) Exercise.

(ii)

Entµ( f ) = sup
g : Eµ [eg ]=1

Eµ[ f g], cf. above
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9.5. Derivation of Log Sobolev inequalities

Fix g : Sn → R such that Eµ [eg] = 1. Decompose:

g(x1, . . . , xn) = log eg(x1,...,xn)

= log
eg(x1,...,xn)´

eg(y1,x2,...,xn) µ1(dy1)
+ log

´
eg(y1,x2,...,xn) µ1(dy1)˜

eg(y1,y2,x3,...,xn) µ1(dy1)µ2(dy2)
+ · · ·

=:
n∑
i=1

gi(x1, . . . , xn)

and hence

E i
µi
[egi ] = 1 ∀,1 ≤ i ≤ n

⇒ Eµ[ f g] =
n∑
i=1

Eµ [ f gi] =
n∑
i=1

Eµ
[
E (i)µi [ f gi]

]
≤ Ent(i)µi ( f )

⇒ Entµ[ f ] = sup
Eµ [eg ]=1

Eµ[ f g] ≤
n∑
i=1

Eµ
[
Ent(i)µi ( f )

]
�

Corollary 9.14. (i) If the Poincaré inequalities

Varµi ( f ) ≤
1
λi
Ei( f , f ) ∀ f ∈ Ai

hold for each µi then

Varµ( f ) ≤
1
λ
E( f , f ) ∀ f ∈

n⊗
i=1
Ai

where

E( f , f ) =
n∑
i=1

Eµ
[
E
(i)
i ( f , f )

]
and

λ = min
1≤i≤n

λi

(ii) The corresponding assertion holds for Logarithmic Sobolev Inequalities with α = maxαi

Proof.

Varµ( f ) ≤
n∑
i=1

Eµ
[
Var(i)µi ( f )

]
≤

1
min λi

E( f , f )

since
Var(i)µi ( f ) ≤

1
λi
Ei( f , f )

�

Example. S = {0,1}n, µn product of Bernoulli(p),

Entµn ( f 2)

≤ 2α(p)·p·q ·
n∑
i=1

ˆ
| f (x1, . . . , xi−1,1, xi+1, . . . , xn) − f (x1, . . . , xi−1,0, xi+1, . . . , xn)|2 µn(dx)

independent of n.
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9. Functional inequalities and convergence to equilibrium

Example. Standard normal distribution γ = N(0,1),

φn : {0,1}n → R, φn(x) =

∑n
i=1

(
xi − 1

2

)
√

n
4

The Central Limit Theorem yields that µ = Bernoulli( 12 ) and hence

µn ◦ φ−1
n

w
→ γ

Hence for all f ∈ C∞0 (R),

Entγ( f 2) = lim
n→∞

Entµn ( f 2 ◦ φn)

≤ lim inf
1
2

n∑
i=1

ˆ
|∆i f ◦ φn |2 dµn

≤ · · · ≤ 2 ·
ˆ
| f ′ |2 dγ

Comparison

Theorem 9.15 (Bounded perturbations). µ, ν ∈ M1(R
n) absolut continuous,

dν
dµ
(x) =

1
Z

e−U(x).

If ˆ
f 2 log

f 2

‖ f ‖2
L2(µ)

dµ ≤ 2α ·
ˆ
|∇ f |2 dµ ∀ f ∈ C∞0

then ˆ
f 2 log

f 2

‖ f ‖2
L2(ν)

dν ≤ 2α · eosc(U) ·

ˆ
|∇ f |2 dν ∀ f ∈ C∞0

where
osc(U) := sup U − inf U

Proof. ˆ
f 2 log

| f |2

‖ f ‖2
L2(ν)

dν ≤
ˆ (

f 2 log f 2 − f 2 log ‖ f ‖2
L2(µ)
− f 2 + ‖ f ‖2

L2(µ)

)
dν (9.4)

since

ˆ
f 2 log

| f |2

‖ f ‖2
L2(ν)

dν ≤
ˆ

f 2 log f 2 − f 2 log t2 − f 2 + t2 dν ∀ t > 0
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9.5. Derivation of Log Sobolev inequalities

Note that in (9.4) the integrand on the right hand side is non-negative. Hence

ˆ
f 2 log

| f |2

‖ f ‖2
L2(ν)

dν ≤
1
Z
· e− infU

ˆ (
f 2 log f 2 − f 2 log ‖ f ‖2

L2(µ)
− f 2 + ‖ f ‖2

L2(µ)

)
dµ

=
1
Z

e− infU ·

ˆ
f 2 log

f 2

‖ f ‖2
L2(µ)

dµ

≤
2
Z
· e− infUα

ˆ
|∇ f |2 dµ

≤ 2esupU−infUα

ˆ
|∇ f |2 dν �

Example. We consider the Gibbs measures µ from the example above

(i) No interactions:

H(x) =
∑
i∈Λ

(
x2
i

2
+ V(xi)

)
, V : R→ R bounded

Hence
µ =

⊗
i∈Λ

µV

where
µV (dx) ∝ e−V (x)γ(dx)

and γ(dx) is the standard normal distribution. Hence µ satisfies the logarithmic Sobolev inequality
with constant

α(µ) = α(µV ) ≤ eosc(V )α(γ) = eosc(V )

by the factorization property. Hence we have independence of dimension!

(ii) Weak interactions:

H(x) =
∑
i∈Λ

(
x2
i

2
+ V(xi)

)
− ϑ

∑
i, j∈Λ
|i−j |=1

xi xj − ϑ
∑
i∈Λ
j<Λ
|i−j |=1

xizj,

ϑ ∈ R. One can show:

Theorem 9.16. If V is bounded then there exists β > 0 such that for ϑ ∈ [−β, β] a logarithmic
Sobolev inequality with constant independent of λ holds.

The proof is based on the exponential decay of correlations Covµ(xi, xj) for Gibbs measures.

(iii) Discrete Ising model: One can show that for β < βc a logarithmic Sobolev inequality holds
on{−N, . . . ,N}d with constant of Order O(N2) independent of the boundary conditions, whereas
for β > βc and periodic boundary conditions the spectral gap, and hence the log Sobolev constant,
grows exponentially in N , cf. [???].
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9. Functional inequalities and convergence to equilibrium

Isoperimetric bounds

LSI for log-concave probability measures

Stochastic gradient flow in Rn:

dXt = dBt − (∇H)(Xt ) dt, H ∈ C2(Rn)

Generator:

L =
1
2
∆ − ∇H · ∇

µ(dx) = e−H(x) dx satisfies L∗µ = 0

Assumption: There exists a κ > 0 such that

∂2H(x) ≥ κ · I ∀ x ∈ Rn

i.e. ∂2
ξξH ≥ κ · |ξ |2 ∀ ξ ∈ Rn

Remark. The assumption implies the inequalities

x · ∇H(x) ≥ κ · |x |2 − c, (9.5)

H(x) ≥
κ

2
|x |2 − c̃ (9.6)

with constants c, c̃ ∈ R. By (9.5) and a Lyapunov argument it can be shown that Xt does not explode in finite
time and that pt (A0) ⊆ A where A0 = span

(
C∞0 (R

n),1
)
, A = span (S(Rn),1). By (9.6), the measure µ is

finite, hence by our results above, the normalized measure is a stationary distribution for pt .

Lemma 9.17. If HessH ≥ κI then

|∇pt f | ≤ e−κtpt |∇ f | f ∈ C1
b(R

n)

Remark. (i) Actually, both statements are equivalent.

(ii) If we replace Rn by an arbitrary Riemannian manifold the same assertion holds under the assumption

Ric + HessH ≥ κ · I

(Bochner-Lichnerowicz-Weitzenböck).

Proof (Informal analytic proof:).

∇L f = ∇ (∆ − ∇H · ∇) f

=
(
∆ − ∇H · ∇ − ∂2H

)
∇ f

=:
⇀
L operator on one-forms (vector fields)

This yields the evolution equation for ∇pt f :

∂

∂t
∇pt f = ∇

∂

∂t
pt f = ∇Lpt f =

⇀
L ∇pt f
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9.5. Derivation of Log Sobolev inequalities

and hence

∂

∂t
|∇pt f | =

∂

∂t
(∇pt f · ∇pt f )

1
2 =

(
∂
∂t∇pt f

)
· ∇pt f

|∇pt f |

=

(
⇀
L ∇pt f

)
· ∇pt f

|∇pt f |
≤
L∇pt f · ∇pt f
|∇pt f |

− κ ·
|∇pt f |2

|∇pt f |
≤ · · · ≤ L |∇pt f | − κ |∇pt f |

We get that v(t) := eκtps−t |∇pt f | with 0 ≤ t ≤ s satisfies

v′(t) ≤ κv(t) − ps−tL |∇pt f | + ps−tL |∇pt f | − κps−t |∇pt f | = 0

and hence
eκs |∇ps f | = v(s) ≤ v(0) = ps |∇ f | �

• The proof can be made rigorous by approximating | · | by a smooth function, and using regularity
results for pt , cf. e.g. Deuschel, Stroock[12].

• The assertion extends to general diffusion operators.

Proof (Probabilistic proof:). pt f (x) = E[ f (Xx
t )]where Xx

t is the solution flow of the stochastic differential
equation

dXt =
√

2dBt − (∇H)(Xt ) dt, i.e.,

Xx
t = x +

√
2Bt −

tˆ

0

(∇H)(Xx
s ) ds

By the assumption on H one can show that x → Xx
t is smooth and the derivative flow Y x

t = ∇xXt satisfies
the differentiated stochastic differential equation

dY x
t = −(∂

2H)(Xx
t )Y

x
t dt,

Y x
0 = I

which is an ordinary differential equation. Hence if ∂2H ≥ κI then for v ∈ Rn,

d
dt
|Yt · v |2 = −2

(
Yt · v, (∂2H)(Xt )Yt · v

)
Rn
≤ 2κ · |Yt · v |2

where Yt · v is the derivative of the flow in direction v. Hence

|Yt · v |2 ≤ e−2κt |v |

⇒ |Yt · v | ≤ e−κt |v |

This implies that for f ∈ C1
b
(Rn), pt f is differentiable and

v · ∇pt f (x) = E
[ (
∇ f (Xx

t ) · Y
x
t · v

) ]
≤ E

[
|∇ f (Xx

t )|
]
· e−κt · |v | ∀ v ∈ Rn

i.e.
|∇pt f (x)| ≤ e−κtpt |∇ f |(x) �
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9. Functional inequalities and convergence to equilibrium

Theorem 9.18 (Bakry-Emery). Suppose that

∂2H ≥ κ · I with κ > 0

Then ˆ
f 2 log

f 2

‖ f ‖2
L2(µ)

dµ ≤
2
κ

ˆ
|∇ f |2 dµ ∀ f ∈ C∞0 (R

n)

Remark. The inequality extends to f ∈ H1,2(µ) where H1,2(µ) is the closure of C∞0 with respect to the
norm

‖ f ‖1,2 :=
(ˆ
| f |2 + |∇ f |2 dµ

) 1
2

Proof. g ∈ span(C∞0 ,1), g ≥ δ ≥ 0.
Aim: ˆ

g log g dµ ≤
1
κ

ˆ ��∇√g��2 dµ +
ˆ

g dµ log
ˆ

g dµ

Then g = f 2 and we get the assertion.
Idea: Consider

u(t) =
ˆ

ptg log ptg dµ

Claim:

(i) u(0) =
´
g log g dµ

(ii) limt↑∞ u(t) =
´
g dµ log

´
g dµ

(iii) −u′(t) ≤ 4e−2κt ´ ��∇√g��2 dµ

By (i), (ii) and (iii) we then obtain:
ˆ

g log g dµ −
ˆ

g dµ log
ˆ

g dµ = lim
t→∞
(u(0) − u(t))

= lim
t→∞

tˆ

0

−u′(t) ds

≤
2
κ

ˆ
|∇
√
g |2 dµ

since 2
´ ∞

0 e−2κs ds = 1
κ .

Proof of claim:

(i) Obvious.

(ii) Ergodicity yields to

ptg(x) →
ˆ

g dµ ∀ x

for t ↑ ∞.
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9.5. Derivation of Log Sobolev inequalities

In fact:

|∇ptg | ≤ e−κtpt |∇g | ≤ e−κt |∇g |

and hence

|ptg(x) − ptg(y)| ≤ e−κt sup |∇g | · |x − y |

which leads to ����ptg(x) − ˆ g dµ
���� = ����ˆ (ptg(x) − ptg(y)) µ(dy)

����
≤ e−κt sup |∇g | ·

ˆ
|x − y | µ(dy) → 0

Since ptg ≥ δ ≥ 0, dominated convergence implies thatˆ
ptg log ptδ dµ→

ˆ
g dµ log

ˆ
g dµ

(iii) Key Step! By the computation above (decay of entropy) and the lemma,

−u′(t) =
ˆ
∇ptg · ∇ log ptg dµ =

ˆ
|∇ptg |2

ptg
dµ

≤ e−2κt
ˆ
(pt |∇g |)2

ptg
dµ ≤ e−2κt

ˆ
pt
|∇g |2

g
dµ

= e−2κt
ˆ
|∇g |2

g
dµ = 4e−2κt

ˆ ��∇√g��2 dµ �

Example. An Ising model with real spin: (Reference: Royer [50])
S = RΛ = {(xi)i∈Λ | xi ∈ R}, Λ ⊂ Zd finite.

µ(dx) =
1
Z

exp(−H(x)) dx

H(x) =
∑
i∈Λ

V(xi)︸︷︷︸
potential

−
1
2

∑
i, j∈Λ

ϑ(i − j)︸  ︷︷  ︸
interactions

xi xj −
∑

i∈Λ, j∈Zd\Λ

ϑ(i − j)xizj,

where V : R→ R is a non-constant polynomial, bounded from below, and ϑ : Z→ R is a function such
that ϑ(0) = 0, ϑ(i) = ϑ(−i) ∀ i, (symmetric interactions), ϑ(i) = 0 ∀ |i | ≥ R (finite range), z ∈ RZ

d\Λ

fixed boundary condition.
Glauber-Langevin dynamics:

dX i
t = −

∂H
∂xi
(Xt ) dt + dBi

t, i ∈ Λ (9.7)

Dirichlet form:
E( f ,g) =

1
2

∑
i∈Λ

ˆ
∂ f
∂xi

∂g

∂xi
dµ

Corollary 9.19. If
inf
x∈R

V ′′(x) >
∑
i∈Z

|ϑ(i)|

then E satisfies a log Sobolev inequality with constant independent of Λ.
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9. Functional inequalities and convergence to equilibrium

Proof.

∂2H
∂xi∂xj

(x) = V ′′(xi) · δi j − ϑ(i − j)

⇒ ∂2H ≥

(
inf V ′′ −

∑
i

|ϑ(i)|

)
· I

in the sense of forms. �

Consequence: There is a unique Gibbs measure on Zd corresponding to H, cf. Royer [50].
What can be said if V is not convex?

9.6. Concentration of measure

(Ω,A,P) probability space, Xi : Ω→ Rd independent identically distributed, ∼ µ.
Law of large numbers:

1
N

N∑
i=1

U(Xi) →

ˆ
U dµ U ∈ L1(µ)

Cramér:

P

[����� 1
N

N∑
i=1

U(Xi) −

ˆ
U dµ

����� ≥ r

]
≤ 2 · e−NI (r),

I(r) = sup
t∈R

(
tr − log

ˆ
etU dµ

)
LD rate function.

Hence we have

• Exponential concentration around mean value provided I(r) > 0 ∀ r , 0

•

P

[����� 1
N

N∑
i=1

U(Xi) −

ˆ
U dµ

����� ≥ r

]
≤ e−

Nr2
c provided I(r) ≥

r2

c

Gaussian concentration.

When does this hold? Extension to non independent identically distributed case? This leads to:
Bounds for log

´
etU dµ !

Theorem 9.20 (Herbst). If µ satisfies a logarithmic Sobolev inequality with constant α then for any
function U ∈ C1

b
(Rd) with ‖U‖Lip ≤ 1:

(i)

1
t

log
ˆ

etU dµ ≤
α

2
t +
ˆ

U dµ ∀ t > 0 (9.8)

where 1
t log

´
etU dµ can be seen as the free energy at inverse temperature t, α2 as a bound for

entropy and
´

U dµ as the average energy.
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9.6. Concentration of measure

(ii)

µ

(
U ≥

ˆ
U dµ + r

)
≤ e−

r2
2α

Gaussian concentration inequality
In particular,

(iii)
ˆ

eγ |x |
2

dµ < ∞ ∀ γ <
1

2α

Remark. Statistical mechanics:
Ft = t · S − 〈U〉

where Ft is the free energy, t the inverse temperature, S the entropy and 〈U〉 the potential.

Proof. WLOG, 0 ≤ ε ≤ U ≤ 1
ε . Logarithmic Sobolev inequality applied to f = e

tU
2 :

ˆ
tUetU dµ ≤ 2α

ˆ ( t
2

)2
|∇U |2 etU dµ +

ˆ
etU dµ log

ˆ
etU dµ

For Λ(t) := log
´

etU dµ this implies

tΛ′(t) =

´
tUetU dµ´

etU dµ
≤
αt2

2

´
|∇U |2etU dµ´

etU dµ
+ Λ(t) ≤

αt2

2
+ Λ(t)

since |∇U | ≤ 1. Hence

d
dt
Λ(t)

t
=

tΛ′(t) − Λ(t)
t2 ≤

α

2
∀ t > 0

Since

Λ(t) = Λ(0) + t · Λ′(0) +O(t2) = t
ˆ

U dµ +O(t2),

we obtain
Λ(t)

t
≤

ˆ
U dµ +

α

2
t,

i.e. (i).
(ii) follows from (i) by the Markov inequality, and (iii) follows from (ii) with U(x) = |x |. �

Corollary 9.21 (Concentration of empirical measures). Xi independent identically distributed, ∼ µ. If
µ satisfies a logarithmic Sobolev inequality with constant α then

P

[����� 1
N

N∑
i=1

U(Xi) − Eµ[U]

����� ≥ r

]
≤ 2 · e−

Nr2
2α

for any function U ∈ C1
b
(Rd) with ‖U‖Lip ≤ 1, N ∈ N and r > 0.
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9. Functional inequalities and convergence to equilibrium

Proof. By the factorization property, µN satisfies a logarithmic Sobolev inequality with constant α as well.
Now apply the theorem to

Ũ(x) :=
1
√

N

N∑
i=1

U(xi)

noting that

∇Ũ(x1, . . . , xn) =
1
√

N

©­­«
∇U(x1)

...

∇U(xN )

ª®®¬
hence since U is Lipschitz,

���∇Ũ(x)
��� = 1
√

N

(
N∑
i=1
|∇U(xi)|2

) 1
2

≤ 1 �

9.7. Central Limit Theorem for Markov processes in continuous time

When are stationary Markov processes in continuous time ergodic?
Let (L,Dom(L)) denote the generator of (pt )t≥0 on L2(µ).

Theorem 9.22. The following assertions are equivalent:

(i) Pµ is ergodic

(ii) ker L = span{1}, i.e.
h ∈ L2(µ)harmonic ⇒ h = const. µ-a.s.

(iii) pt is µ-irreducible, i.e.

B ∈ S such that pt1B = 1B µ-a.s. ∀ t ≥ 0 ⇒ µ(B) ∈ {0,1}

If reversibility holds then (i)-(iii) are also equivalent to:

(iv) pt is L2(µ)-ergodic, i.e. 



pt f −
ˆ

f dµ





L2(µ)

→ 0 ∀ f ∈ L2(µ)

CLT for continuous-time martingales

Let (Mt )t≥0 be a continuous square-integrable (Ft ) martingale where (Ft ) is a filtration satisfying the usual
conditions. Then M2

t is a submartingale and there exists a unique natural (e.g. continuous) increasing
process 〈M〉t such that

M2
t = martingale + 〈M〉t

(Doob-Meyer decomposition, cf. e.g. Karatzas, Shreve [28]).

Example. If Nt is a Poisson process then

Mt = Nt − λt
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9.7. Central Limit Theorem for Markov processes in continuous time

is a martingale and
〈M〉t = λt

almost sure.

Note: For discontinuous martingales, 〈M〉t is not the quadratic variation of the paths!

(Xt,Pµ) stationary Markov process, L(2)L , L(1) generator on L2(µ), L1(µ), f ∈ Dom(L(1)) ⊇ Dom(L(2)).
Hence

f (Xt ) = M f
t +

tˆ

0

(L(1) f )(Xs) ds Pµ-a.s.

and M f is a martingale. For f ∈ Dom(L(2)) with f 2 ∈ Dom(L(1)),

〈M f 〉t =

tˆ

0

Γ( f , f )(Xs) ds Pµ-a.s.

where

Γ( f ,g) = L(1)( f · g) − f L2g − gL(2) f ∈ L1(µ)

is the Carré du champ (square field) operator.

Example. Diffusion in Rn,

L =
1
2

∑
i, j

ai j(x)
∂2

∂xi∂xj
+ b(x) · ∇

Hence
Γ( f ,g)(x) =

∑
i, j

ai j(x)
∂ f
∂xi
(x)

∂g

∂xj
(x) =

��σT (x)∇ f (x)
��2
Rn

for all f ,g ∈ C∞0 (R
n). Results for gradient diffusions on Rn (e.g. criteria for log Sobolev) extend to

general state spaces if |∇ f |2 is replaced by Γ( f ,g)!

Connection to Dirichlet form:

E( f , f ) = −
ˆ

f L(2) f dµ +
(
1
2

ˆ
L(1) f 2 dµ

)
︸               ︷︷               ︸

=0

=
1
2

ˆ
Γ( f , f ) dµ

Theorem 9.23 (Central limit theorem for martingales). (Mt ) square-integrable martingale on (Ω,F ,P)
with stationary increments (i.e. Mt+s − Ms ∼ Mt − M0), σ > 0. If

1
t
〈M〉t → σ2 in L1(P)

then
Mt
√

t
D
→ N(0, σ2)

CLT for Markov processes
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9. Functional inequalities and convergence to equilibrium

Corollary 9.24 (Central limit theorem for Markov processes (elementary version)). Let (Xt,Pµ) be a
stationary ergodic Markov process. Then for f ∈ range(L), f = Lg:

1
√

t

tˆ

0

f (Xs) ds
D
→ N(0, σ2

f )

where
σ2
f = 2

ˆ
g(−L)g dµ = 2E(g,g)

Remark. (i) If µ is stationary then ˆ
f dµ =

ˆ
Lg dµ = 0

i.e. the random variables f (Xs) are centered.

(ii) ker(L) = span{1} by ergodicity

(ker L)⊥ =
{

f ∈ L2(µ) :
ˆ

f dµ = 0
}
=: L2

0(µ)

If L : L2
0(µ) → L2(µ) is bijective with G = (−L)−1 then the Central limit theorem holds for all

f ∈ L2(µ) with
σ2
f = 2(G f , (−L)G f )L2(µ) = 2( f ,G f )L2(µ)

(H−1 norm if symmetric).

Example. (Xt,Pµ) reversible, spectral gap λ, i.e.,

spec(−L) ⊂ {0} ∪ [λ,∞)

hence there is a G = (−L
���
L2

0 (µ)
)−1, spec(G) ⊆ [0, 1

λ ] and hence

σ2
f ≤

2
λ
‖ f ‖2

L2(µ)

is a bound for asymptotic variance.

Proof (Proof of corollary.).

1
√

t

tˆ

0

f (Xs) ds =
g(Xt ) − g(X0)

√
t

+
Mg

t
√

t

〈Mg〉t =

tˆ

0

Γ(g,g)(Xs) ds Pµ-a.s.

and hence by the ergodic theorem

1
t
〈Mg〉t

t↑∞
→

ˆ
Γ(g,g) dµ = σ2

f
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9.7. Central Limit Theorem for Markov processes in continuous time

The central limit theorem for martingales gives

Mg
t

D
→ N(0, σ2

f )

Moreover
1
√

t
(g(Xt ) − g(X0)) → 0

in L2(Pµ), hence in distribution. This gives the claim since

Xt
D
→ µ, Yt

D
→ 0 ⇒ Xt + Yt

D
→ µ �

Extension: range(L) , L2, replace −L by α − L (bijective), then α ↓ 0. Cf. Landim [32].
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10. Beyond reversibility

10.1. Measure-preserving Markov processes

Infinitesimal invariance and stationarity

The next theorem gives a necessary and sometimes sufficient condition for invariance that can often be
verified in concrete models:

Theorem 10.1 (Infinitesimal characterization of stationary distributions). For a probability measure
µ on S, the following assertions are equivalent:

(i) The process (Xt,Pµ) is stationary, i.e., for any s ≥ 0, (Xs+t )t≥0 ∼ (Xt )t≥0 w.r.t. Pµ .

(ii) µ is an invariant probability measure for (pt )t≥0.

Moreover, (i) and (ii) imply

(iii) µ is infinitesimally invariant, i.e.,
ˆ
L f dµ = 0 for any f ∈ A.

Conversely, if Assumption (A2) is satisfied then (iii) implies (i) and (ii).

Proof.(i)⇒(ii) If (i) holds then for any s ≥ 0,

µps = Pµ ◦ X−1
s = Pµ ◦ X−1

0 = µ.

(ii)⇒(i) By the Markov property, for any measurable subset B ⊆ D(R+,S),

Pµ[(Xs+t )t≥0 ∈ B | Fs] = PXs [(Xt )t≥0 ∈ B] Pµ-almost surely.

Thus if (ii) holds then

Pµ[(Xs+t )t≥0 ∈ B] = Eµ[PXs [(Xt )t≥0 ∈ B]] = Pµps [(Xt )t≥0 ∈ B] = Pµ[X ∈ B]

(ii)⇒(iii) By Theorem 4.12, for any f ∈ A,

pt f − f
t

→ L f uniformly as t ↓ 0.

Thus if µ is invariant for (pt )t≥0 then
ˆ
L f dµ = lim

t↓0

´
(pt f − f ) dµ

t
= lim

t↓0

´
f d(µpt ) −

´
f dµ

t
= 0.
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(iii)⇒(ii) Suppose that (A2) holds, and let f ∈ A0. Then pt f ∈ A for any t ≥ 0. Hence, by the backward
equation and (iii),

d
dt

ˆ
pt f dµ =

ˆ
Lpt f dµ = 0, and thus

ˆ
f d(µpt ) =

ˆ
pt f dµ =

ˆ
f dµ for any t ≥ 0. (10.1)

Since A0 is dense in A with respect to the supremum norm, (10.1) extends to all f ∈ A. Hence by
(A0), µpt = µ for any t ≥ 0. �

Next, we apply Theorem 10.1 to diffusion processes on Rd. Suppose that we are given non-explosive
weak solutions (Xt,Px), x ∈ Rd, of a stochastic differential equation

dXt = σ(Xt ) dBt + b(Xt ) dt, X0 = x Px-a.s.,

where (Bt )t≥0 is a Brownian motion on Rd, and the functions σ : Rn → Rn×d and b : Rn → Rn are locally
Lipschitz continuous. We assume that the diffusion coefficients a(x) = σ(x)σ(x)T and b(x) are growing
at most polynomially as |x | → ∞. Then by Itô’s formula, (Xt,Px) solves the martingale problem for the
operator (L,A) where

L =
1
2

n∑
i, j=1

ai j(x)
∂2

∂xi∂xj
+ b(x) · ∇, and

A = S(Rn) = { f ∈ C∞(Rn) : lim
|x |→∞

|x |k(∂α f )(x) = 0 for any k > 0 and any multi-index α}.

Moreover, the local Lipschitz condition implies uniqueness of strong solutions, and hence, by the Theorem of
Yamade-Watanabe, uniqueness in distribution of weak solutions and uniqueness of the martingale problem
for (L,A), cf. e.g. Rogers and Williams [49]. Therefore by Theorem 4.20, (Xt,Px) is a Markov process.

Corollary 10.2 (Infinitesimal characterization of stationary distributions for diffusions on Rn).
Suppose that µ is an absolutely continuous probability measure on Rn with density % = dµ/dx. If µ is
invariant for (Xt,Px) then

L∗% :=
1
2

n∑
i, j=1

∂2

∂xi∂xj
(ai j %) − ÷(b%) = 0 in the distributional sense. (10.2)

Conversely, if (10.2) holds and pt (C∞0 (R
n)) ⊆ S(Rn) for any t ≥ 0, then µ is invariant.

Proof. If µ is an invariant probability measure, then by Theorem 10.1,

0 =
ˆ
L f dµ =

ˆ

Rn

L f % dx ∀ f ∈ S(Rn), (10.3)

i.e., L∗% = 0 holds in the distributional sense. Similarly, the converse implication follows by applying
Theorem 10.1 with A0 = C∞0 (R

n) and A = S(Rn). �

Remark. Even if µ is an invariant probability measure that is not absolutely continuous, it satisfies L∗µ = 0
in the distributional sense. This is precisely the statement of Theorem 10.1 (iii).
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By Corollary 10.2, in order to show that a given measure is invariant for a diffusion process on Rn, it is
sufficient to verify that it is infinitesimally invariant and that pt (C∞0 (R

n)) ⊆ S(Rn). The second condition
has two parts: For a given test function f ∈ C∞0 (R

n) and t ≥ 0, one has to check that pt f is smooth and that
its derivatives are decaying faster than any polynomial as |x | → ∞. This can be achieved by considering
derivative flows if the coefficients are smooth, see the Master course on “Stochastic Analysis”. Alternatively,
even for non-smooth coefficients, smoothness of pt f follows by the regularity theory for partial differential
equations if, for example, the operator L is strictly elliptic.

Example (Deterministic diffusions).

dXt = b(Xt ) dt, b ∈ C2(Rn)

L f = b · ∇ f

L∗% = − ÷ (%b) = −% ÷ b − b · ∇%, % ∈ C1

Lemma 10.3.

L∗% = 0 ⇔ ÷ (%b) = 0

⇔ (L,C∞0 (R
n)) anti-symmetric on L2(µ)

Proof.First equivalence: cf. above

Second equivalence:
ˆ

fLg dµ =
ˆ

f b · ∇g% dx = −
ˆ
÷( f b%)g dx

= −

ˆ
L f g dµ −

ˆ
÷(%b) f g dx ∀ f ,g ∈ C∞0

Hence L is anti-symmetric if and only if ÷(%b) = 0 �

Invariant measures of one-dimensional diffusions

In the one-dimensional case,
L f =

a
2

f ′′ + b f ′,

and
L∗% =

1
2
(a%)′′ − (b%)′

where a(x) = σ(x)2. Assume a(x) > 0 for all x ∈ R.
a) Harmonic functions and recurrence:

L f =
a
2

f ′′ + b f ′ = 0 ⇔ f ′ = C1 exp−
•ˆ

0

2b
a

dx, C1 ∈ R

⇔ f = C2 + C1 · s, C1,C2 ∈ R

where

s :=
•ˆ

0

e−
´ y

0
2b(x)
a(x) dx dy
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is a strictly increasing harmonic function that is called the scale function or natural scale of the diffusion.
In particular, s(Xt ) is a martingale with respect to Px . The stopping theorem implies

Px[Ta < Tb] =
s(b) − s(x)
s(b) − s(a)

∀ a < x < b

As a consequence,

(i) If s(∞) < ∞ or s(−∞) > −∞ then Px[|Xt | → ∞] = 1 for all x ∈ R, i.e., (Xt,Px) is transient.

(ii) If s(R) = R then Px[Ta < ∞] = 1 for all x,a ∈ R, i.e., (Xt,Px) is irreducible and recurrent.

b) Stationary distributions:

(i) s(R) , R: In this case, by the transience of (Xt,Px), a stationary distribution does not exist. In fact,
if µ is a finite stationary measure, then for all t,r > 0,

µ({x : |x | ≤ r}) = (µpt )({x : |x | ≤ r}) = Pµ[|Xt | ≤ r].

Since Xt is transient, the right hand side converges to 0 as t ↑ ∞. Hence

µ({x : |x | ≤ r}) = 0

for all r > 0, i.e., µ ≡ 0.

(ii) s(R) = R: We can solve the ordinary differential equation L∗% = 0 explicitly:

L∗% =

(
1
2
(a%)′ − b%

) ′
= 0

⇔
1
2
(a%)′ −

b
a

a% = C1 with C1 ∈ R

⇔
1
2

(
e−
´ •

0
2b
a dxa%

) ′
= C1 · e−

´ •
0

2b
a dx

⇔ s′a% = C2 + 2C1 · s with C1,C2 ∈ R

⇔ %(y) =
C2

a(y)s′(y)
=

C2

a(y)
e
´ y

0
2b
a dx with C2 ≥ 0

Here the last equivalence holds since s′a% ≥ 0 and s(R) = R imply C2 = 0. Hence a stationary
distribution µ can only exist if the measure

m(dy) :=
1

a(y)
e
´ y

0
2b
a dx dy

is finite, and in this case µ = m
m(R) . The measure m is called the speed measure of the diffusion.

Concrete examples:

(i) Brownian motion: a ≡ 1, b ≡ 0, s(y) = y. There is no stationary distribution. Lebesgue measure is
an infinite stationary measure.

(ii) Ornstein-Uhlenbeck process:

dXt = dBt − γXt dt, γ > 0,

L =
1
2

d2

dx2 − γx
d
dx
, a ≡ 1,

b(x) = −γx, s(y) =

yˆ

0

e
´ y

0 2γx dx dy =

yˆ

0

eγy
2

dy recurrent,

m(dy) = e−γy
2

dy, µ =
m

m(R)
= N

(
0,

2
γ

)
is the unique stationary distribution
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(iii)

dXt = dBt + b(Xt ) dt, b ∈ C2, b(x) =
1
x
for |x | ≥ 1

transient, two independent non-negative solutions of L∗% = 0 with
´
% dx = ∞.

(Exercise: stationary distributions for dXt = dBt −
γ

1+ |Xt |
dt)

Diffusion processes with a given invariant measure

L =
1
2

n∑
i, j=1

ai j(x)
∂2

∂xi∂xj
+ b · ∇, A = C∞0 (R

n)

µ probability measure on Rn (more generally locally finite positive measure)

Question: For which process is µ stationary?

Theorem 10.4. Suppose µ = % dx with %iai j ∈ C1, b ∈ C, % > 0. Then

(i) We have
Lg = Lsg + Lag

for all g ∈ C∞0 (R
n) where

Lsg =
1
2

n∑
i, j=1

1
%

∂

∂xi

(
%ai j

∂g

∂xi

)
Lag = β · ∇g, βj = bj −

∑
i

1
2%

∂

∂xi

(
%ai j

)
(ii) The operator (Ls,C∞0 ) is symmetric with respect to µ.

(iii) The following assertions are equivalent:

(i) L∗µ = 0 (i.e.
´
L f dµ = 0 for all f ∈ C∞0 ).

(ii) L∗aµ = 0

(iii) ÷(%β) = 0

(iv) (La,C∞0 ) is anti-symmetric with respect to µ

Proof. Let

E( f ,g) := −
ˆ

fLg dµ ( f ,g ∈ C∞0 )

denote the bilinear form of the operator (L,C∞0 (R
n)) on the Hilbert space L2(Rn, µ). We decompose E into

a symmetric part and a remainder. An explicit computation based on the integration by parts formula in Rn
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shows that for g ∈ C∞0 (R
n) and f ∈ C∞(Rn):

E( f ,g) = −
ˆ

f
(
1
2

∑
ai j

∂2g

∂xi∂xj
+ b · ∇g

)
% dt

=

ˆ
1
2

∑
i, j

∂

∂xi

(
%ai j f

) ∂g
∂xj

dx −
ˆ

f b · ∇g% dx

=

ˆ
1
2

∑
i, j

ai, j
∂ f
∂xi

∂g

∂xj
% dx −

ˆ
f β · ∇g% dx ∀ f ,g ∈ C∞0

and set

Es( f ,g) :=
ˆ

1
2

∑
i, j

ai, j
∂ f
∂xi

∂g

∂xj
% dx = −

ˆ
fLsg dµ

Ea( f ,g) :=
ˆ

f β · ∇g% dx = −
ˆ

fLag dµ

This proves 1) and, since Es is a symmetric bilinear form, also 2). Moreover, the assertions (i) and (ii) of 3)
are equivalent, since

−

ˆ
Lg dµ = E(1,g) = Es(1,g) + Ea(1,g) = −

ˆ
Lag dµ

for all g ∈ C∞0 (R
n) since Es(1,g) = 0. Finally, the equivalence of (ii),(iii) and (iv) has been shown in the

example above. �

Example. L = 1
2∆ + b · ∇, b ∈ C(Rn,Rn),

(L,C∞0 ) µ-symmetric ⇔ β = b −
1

2%
∇% = 0

⇔ b =
∇%

2%
=

1
2
∇ log %

where log % = −H if µ = e−H dx.

L symmetrizable ⇔ b is a gradient

L∗µ = 0 ⇔ b =
1
2
∇ log % + β

when ÷(%β) = 0.

Example (Langevin dynamics).

10.2. Non-symmetric Ornstein-Uhlenbeck processes

10.3. Couplings and Wasserstein bounds

10.4. Hypocoercive bounds

10.5. Hamiltonian Monte Carlo
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A. Conditioning and martingales

Let (Ω,A,P) be a probability space, we denote by L1(Ω,A,P) (L1(P)) the space of measurable random
variables X : Ω→ R with E[X−] < ∞ and L1(P) := L1(P)/∼ where two random variables a in relation to
each other, if they are equal almost everywhere.

A.1. Conditional expectations

For more details and proofs of the following statements see [Eberle:Stochastic processes] [18].

Definition A.1 (Conditional expectations). Let X ∈ L1(Ω,A,P) (or non-negative) and F ⊂ A a σ-
algebra. A random variable Z ∈ L1(Ω,F ,P) is called conditional expectation of X given F (written
Z = E[X |F ]), if

• Z is F -measurable, and

• for all B ∈ F , ˆ
B

ZdP =
ˆ
B

XdP.

The random variable E[X |F ] is P-a.s. unique. For a measurable Space (S,S and an abritatry random
variable Y : Ω→ S we define E[X |Y ] := E[X |σ(Y )] and there exists a P-a.s. unique measurable function
g : S → R such that E[X |σ(Y )] = g(Y ). One also sometimes defines E[X |Y = y] := g(y) µY -a.e. (µY law
of Y ).

Theorem A.2. Let X,Y and Xn(n ∈ N) be non-negative or integrable random variables on (Ω,A,P) and
F ,G ⊂ A two σ-algebras. The following statements hold:

(i) Linearity: E[λX + µY |F ] = λE[X |F ] + µE[Y |F ] P-almost surely for all λ, µ ∈ R.

(ii) Monotonicity: X ≥ 0 P-almost surely implies that E[X |F ] ≥ 0 P-almost surely.

(iii) X = Y P-almost surely implies that E[X |F ] = E[Y |F ] P-almost surely.

(iv) Monotone convergence: If (Xn) is growing monotone with X1 ≥ 0, then

E[sup Xn |F ] = sup E[Xn |F ] P-almost surely.

(v) Projectivity / Tower property: If G ⊂ F , then

E[E[X |F ]|G] = E[X |G] P-almost surely.

In particular:
E[E[X |Y, Z]|Y ] = E[X |Y ] P-almost surely.
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(vi) Let Y be F -measurable with Y · X ∈ L1 or ≥ 0. This implies that

E[Y · X |F ] = Y · E[X |F ] P-almost surely.

(vii) Independence: If X is independent of F , then E[X |F ] = E[X] P-almost surely.

(viii) Let (S,S and (T,T) be two measurable spaces. If Y : Ω→ S is F -measurable,
X : Ω→ T independent of F and f : S × T → [0,∞) a product measurable map, then it holds that

E[ f (X,Y )|F ](ω) = E[ f (X,Y (ω))] for P-almost all ω

Definition A.3 (Conditional probability). Let (Ω,A,P) be a probability space, F a σ-algebra. The
conditional probability is defined as

P[A|F ](ω) := E[1A|F ](ω) ∀A ∈ F ,ω ∈ Ω.

A.2. Regular versions of conditional laws

Let X,Y : Ω→ S be random variables on a probability space (Ω,A,P) with polish state space S. A regular
version of the conditional distribution of Y given X is a stochastic kernel p(x, dy) on S such that

P[Y ∈ B|X] = p(X,B) P − a.s. for any B ∈ B.

If p is a regular version of the conditional distribution of Y given X then

P[X ∈ A,Y ∈ B] = E [P[Y ∈ B|X]; X ∈ A] =
ˆ
A

p(x,B)µX(dx) for any A,B ∈ B,

where µX denotes the law of X . For random variables with a polish state space, regular versions of conditional
distributions always exist, cf. [XXX] []. Now let µ and p be a probability measure and a transition kernel on
(S,B). The first step towards analyzing a Markov chain with initial distribution µ and transition probability
is to consider a single transition step:

Lemma A.4 (Two-stage model). Suppose that X and Y are random variables on a probability space
(Ω,A,P) such that X ∼ µ and p(X, dy) is a regular version of the conditional law of Y given X . Then

(X,Y ) ∼ µ ⊗ p and Y ∼ µp,

where µ ⊗ p and µp are the probability measures on S × S and S respectively defined by

(µ ⊗ p)(A) =
ˆ

µ(dx)
(ˆ

p(x, dy)1A(x, y)
)

for A ∈ B ⊗ B,

(µp)(C) =
ˆ

µ(dx)p(x,C) for C ∈ B.
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Proof. Let A = B × C with B,C ∈ B. Then

P[(X,Y ) ∈ A] = P[X ∈ B,Y ∈ C] = E[P[X ∈ B,Y ∈ C |X]]

= E[1{X∈B}P[Y ∈ C |X]] = E[p(X,C); X ∈ B]

=

ˆ
B

µ(dx)p(x,C) = (µ ⊗ p)(A), and

P[Y ∈ C] = P[(X,Y ) ∈ S × C] = (µp)(C).

The assertion follows since the product sets form a generating system for the product σ-algebra that is stable
under intersections. �

A.3. Martingales

Classical analysis starts with studying convergence of sequences of real numbers. Similarly, stochastic
analysis relies on basic statements about sequences of real-valued random variables. Any such sequence
can be decomposed uniquely into a martingale, i.e., a real.valued stochastic process that is “constant on
average”, and a predictable part. Therefore, estimates and convergence theorems for martingales are crucial
in stochastic analysis.

Filtrations

We fix a probability space (Ω,A,P). Moreover, we assume that we are given an increasing sequence
Fn (n = 0,1,2, . . .) of sub-σ-algebras of A. Intuitively, we often think of Fn as describing the information
available to us at time n. Formally, we define:

Definition A.5 (Filtration, adapted process). (i) A filtration on (Ω,A) is an increasing sequence

F0 ⊆ F1 ⊆ F2 ⊆ . . .

of σ-algebras Fn ⊆ A.

(ii) A stochastic process (Xn)n≥0 is adapted to a filtration (Fn)n≥0 iff each Xn is Fn-measurable.

Example. (i) The canonical filtration (F X
n ) generated by a stochastic process (Xn) is given by

F X
n = σ(X0,X1, . . . ,Xn).

If the filtration is not specified explicitly, we will usually consider the canonical filtration.

(ii) Alternatively, filtrations containing additional information are of interest, for example the filtration

Fn = σ(Z,X0,X1, . . . ,Xn)

generated by the process (Xn) and an additional random variable Z , or the filtration

Fn = σ(X0,Y0,X1,Y1, . . . ,Xn,Yn)

generated by the process (Xn) and a further process (Yn). Clearly, the process (Xn) is adapted to
any of these filtrations. In general, (Xn) is adapted to a filtration (Fn) if and only if F X

n ⊆ Fn for
any n ≥ 0.

A. Eberle Markov Processes (v. July 7, 2020) 223



A. Conditioning and martingales

Martingales and supermartingales

We can now formalize the notion of a real-valued stochastic process that is constant (respectively decreasing
or increasing) on average:

Definition A.6 (Martingale, supermartingale, submartingale).

(i) A sequence of real-valued random variables Mn : Ω → R (n = 0,1, . . .) on the probability space
(Ω,A,P) is called a martingale w.r.t. the filtration (Fn) if and only if

a) (Mn) is adapted w.r.t. (Fn),

b) Mn is integrable for any n ≥ 0, and

c) E[Mn | Fn−1] = Mn−1 for any n ∈ N.

(ii) Similarly, (Mn) is called a supermartingale (resp. a submartingale) w.r.t. (Fn), if and only if (a)
holds, the positive part M+n (resp. the negative part M−n ) is integrable for any n ≥ 0, and (c) holds
with “=” replaced by “≤”, “≥” respectively.

Condition (c) in the martingale definition can equivalently be written as

(c’) E[Mn+1 − Mn | Fn] = 0 for any n ∈ Z+,

and correspondingly with “=” replaced by “≤” or “≥” for super- or submartingales.

Intuitively, a martingale is a “fair game”, i.e., Mn−1 is the best prediction (w.r.t. the mean square error) for
the next value Mn given the information up to time n − 1. A supermartingale is “decreasing on average”,
a submartingale is “increasing on average”, and a martingale is both “decreasing” and “increasing”, i.e.,
“constant on average”. In particular, by induction on n, a martingale satisfies

E[Mn] = E[M0] for any n ≥ 0.

Similarly, for a supermartingale, the expectation values E[Mn] are decreasing. More generally, we have:

Lemma A.7. If (Mn) is a martingale (respectively a supermartingale) w.r.t. a filtration (Fn) then

E[Mn+k | Fn]
(≤)
= Mn P-almost surely for any n, k ≥ 0.

Doob Decomposition

We will show now that any adapted sequence of real-valued random variables can be decomposed into a
martingale and a predictable process. In particular, the variance process of a martingale (Mn) is the pre-
dictable part in the corresponding Doob decomposition of the process (M2

n). The Doob decomposition for
functions of Markov chains implies the Martingale Problem characterization of Markov chains.

Let (Ω,A,P) be a probability space and (Fn)n≥0 a filtration on (Ω,A).

Definition A.8 (Predictable process). A stochastic process (An)n≥0 is called predictable w.r.t. (Fn) if and
only if A0 is constant and An is measurable w.r.t. Fn−1 for any n ∈ N.
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Intuitively, the value An(ω) of a predictable process can be predicted by the information available at time
n − 1.

Theorem A.9 (Doob decomposition). Every (Fn) adapted sequence of integrable random variables Yn
(n ≥ 0) has a unique decomposition (up to modification on null sets)

Yn = Mn + An (A.1)

into an (Fn)martingale (Mn) and a predictable process (An) such that A0 = 0. Explicitly, the decomposition
is given by

An =

n∑
k=1

E[Yk − Yk−1 | Fk−1], and Mn = Yn − An. (A.2)

Remark. (i) The increments E[Yk −Yk−1 | Fk−1] of the process (An) are the predicted increments of (Yn)
given the previous information.

(ii) The process (Yn) is a supermartingale (resp. a submartingale) if and only if the predictable part (An)

is decreasing (resp. increasing).

Proof (Proof of Theorem A.9). Uniqueness: For any decomposition as in (A.1) we have

Yk − Yk−1 = Mk − Mk−1 + Ak − Ak−1 for any k ∈ N.

If (Mn) is a martingale and (An) is predictable then

E[Yk − Yk−1 | Fk−1] = E[Ak − Ak−1 | Fk−1] = Ak − Ak−1 P-a.s.

This implies that (A.2) holds almost surely if A0 = 0.

Existence: Conversely, if (An) and (Mn) are defined by (A.2) then (An) is predictable with A0 = 0 and (Mn)

is a martingale, since
E[Mk − Mk−1 | Fk−1] = 0 P-a.s. for any k ∈ N. �

A.4. Stopping times

Throughout this section, we fix a filtration (Fn)n≥0 on a probability space (Ω,A,P).

Martingale transforms

Suppose that (Mn)n≥0 is a martingale w.r.t. (Fn), and (Cn)n∈N is a predictable sequence of real-valued
random variables. For example, we may think of Cn as the stake in the n-th round of a fair game, and of the
martingale increment Mn − Mn−1 as the net gain (resp. loss) per unit stake. In this case, the capital In of a
player with gambling strategy (Cn) after n rounds is given recursively by

In = In−1 + Cn · (Mn − Mn−1) for any n ∈ N,

i.e.,

In = I0 +

n∑
k=1

Ck · (Mk − Mk−1).
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Definition A.10 (Martingale transform). The stochastic process C•M defined by

(C•M)n :=
n∑

k=1
Ck · (Mk − Mk−1) for any n ≥ 0,

is called the martingale transform of the martingale (Mn)n≥0 w.r.t. the predictable sequence (Ck)k≥1, or
the discrete stochastic integral of (Cn) w.r.t. (Mn).

The process C•M is a time-discrete version of the stochastic integral
t́

0
Cs dMs for continuous-time

processes C and M , cf. [Introduction to Stochastic Analysis].

Example (Martingale strategy). One origin of the word “martingale” is the name of a well-known
gambling strategy: In a standard coin-tossing game, the stake is doubled each time a loss occurs, and the
player stops the game after the first time he wins. If the net gain in n rounds with unit stake is given by a
standard Random Walk

Mn = η1 + . . . + ηn, ηi i.i.d. with P[ηi = 1] = P[ηi = −1] = 1/2,

then the stake in the n-th round is

Cn = 2n−1 if η1 = . . . = ηn−1 = −1, and Cn = 0 otherwise.

Clearly, with probability one, the game terminates in finite time, and at that time the player has always
won one unit, i.e.,

P[(C•M)n = 1 eventually] = 1.
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At first glance this looks like a safe winning strategy, but of course this would only be the case, if the
player had unlimited capital and time available.

Theorem A.11 (You can’t beat the system!). (i) If (Mn)n≥0 is an (Fn) martingale, and (Cn)n≥1 is
predictable with Cn · (Mn − Mn−1) ∈ L

1(Ω,A,P) for any n ≥ 1, then C•M is again an (Fn)
martingale.

(ii) If (Mn) is an (Fn) supermartingale and (Cn)n≥1 is non-negative and predictable with Cn · (Mn −

Mn−1) ∈ L
1 for any n, then C•M is again a supermartingale.
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Proof. For n ≥ 1 we have

E[(C•M)n − (C•M)n−1 | Fn−1] = E[Cn · (Mn − Mn−1) | Fn−1]

= Cn · E[Mn − Mn−1 | Fn−1] = 0 P-a.s.

This proves the first part of the claim. The proof of the second part is similar. �

The theorem shows that a fair game (a martingale) can not be transformed by choice of a clever gambling
strategy into an unfair (or “superfair”) game. In models of financial markets this fact is crucial to exclude
the existence of arbitrage possibilities (riskless profit).

Example (Martingale strategy, cont.). For the classical martingale strategy, we obtain

E[(C•M)n] = E[(C•M)0] = 0 for any n ≥ 0

by the martingale property, although

lim
n→∞
(C•M)n = 1 P-a.s.

This is a classical example showing that the assertion of the dominated convergence theorem may not
hold if the assumptions are violated.

Remark. The integrability assumption in Theorem A.11 is always satisfied if the random variables Cn are
bounded, or if both Cn and Mn are square-integrable for any n.

Stopped Martingales

One possible strategy for controlling a fair game is to terminate the game at a time depending on the previous
development. Recall that a random variable T : Ω → {0,1,2, . . .} ∪ {∞} is called a stopping time w.r.t.
the filtration (Fn) if and only if the event {T = n} is contained in Fn for any n ≥ 0, or equivalently, iff
{T ≤ n} ∈ Fn for any n ≥ 0.
We consider an (Fn)-adapted stochastic process (Mn)n≥0, and an (Fn)-stopping time T on the probability

space (Ω,A,P). The process stopped at time T is defined as (MT∧n)n≥0 where

MT∧n(ω) = MT (ω)∧n(ω) =

{
Mn(ω) for n ≤ T(ω),
MT (ω)(ω) for n ≥ T(ω).

For example, the process stopped at a hitting time TA gets stuck at the first time it enters the set A.

Theorem A.12 (Optional Stopping Theorem,Version 1). If (Mn)n≥0 is a martingale (resp. a super-
martingale) w.r.t. (Fn), and T is an (Fn)-stopping time, then the stopped process (MT∧n)n≥0 is again
an (Fn)-martingale (resp. supermartingale). In particular, we have

E[MT∧n]
(≤)
= E[M0] for any n ≥ 0.

Proof. Consider the following strategy:

Cn = I{T ≥n} = 1 − I{T ≤n−1},

i.e., we put a unit stake in each round before time T and quit playing at time T . Since T is a stopping time,
the sequence (Cn) is predictable. Moreover,

MT∧n − M0 = (C•M)n for any n ≥ 0. (A.3)
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In fact, for the increments of the stopped process we have

MT∧n − MT∧(n−1) =

{
Mn − Mn−1 if T ≥ n
0 if T ≤ n − 1

}
= Cn · (Mn − Mn−1),

and (A.3) follows by summing over n. Since the sequence (Cn) is predictable, bounded and non-negative,
the process C•M is a martingale, supermartingale respectively, provided the same holds for M . �

Remark (IMPORTANT). (i) In general, it is not true under the assumptions in Theorem A.12 that

E[MT ] = E[M0], E[MT ] ≤ E[M0] respectively. (A.4)

Suppose for example that (Mn) is the classical Random Walk starting at 0 and T = T{1} is the first
hitting time of the point 1. Then, by recurrence of the RandomWalk, T < ∞ and MT = 1 hold almost
surely although M0 = 0.

(ii) If, on the other hand, T is a bounded stopping time, then there exists n ∈ N such that T(ω) ≤ n for
any ω. In this case, the optional stopping theorem implies

E[MT ] = E[MT∧n]
(≤)
= E[M0].

Example (Classical Ruin Problem). Let a, b, x ∈ Zwith a < x < b. We consider the classical Random
Walk

Xn = x +
n∑
i=1

ηi, ηi i.i.d. with P[ηi = ±1] =
1
2
,

with initial value X0 = x. We now show how to apply the optional stopping theorem to compute the
distributions of the exit time

T(ω) = min{n ≥ 0 : Xn(ω) < (a, b)},

and the exit point XT . These distributions can also be computed by more traditional methods (first step
analysis, reflection principle), but martingales yield an elegant and general approach.

(i) Ruin probability r(x) = P[XT = a].
The process (Xn) is a martingale w.r.t. the filtration Fn = σ(η1, . . . , ηn), and T < ∞ almost surely
holds by elementary arguments. As the stopped process XT∧n is bounded (a ≤ XT∧n <≤ b), we
obtain

x = E[X0] = E[XT∧n]
n→∞
→ E[XT ] = a · r(x) + b · (1 − r(x))

by the Optional Stopping Theorem and the Dominated Convergence Theorem. Hence

r(x) =
b − x
a − x

. (A.5)

(ii) Mean exit time from (a, b).
To compute the expectation value E[T], we apply the Optional Stopping Theorem to the (Fn)
martingale

Mn := X2
n − n.

By monotone and dominated convergence, we obtain

x2 = E[M0] = E[MT∧n] = E[X2
T∧n] − E[T ∧ n]

n→∞
−→ E[X2

T ] − E[T].

Therefore, by (A.5),

E[T] = E[X2
T ] − x2 = a2 · r(x) + b2 · (1 − r(x)) − x2

= (b − x) · (x − a). (A.6)
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(iii) Mean passage time of b is infinite.
The first passage time Tb = min{n ≥ 0 : Xn = b} is greater or equal than the exit time from the
interval (a, b) for any a < x. Thus by (A.6), we have

E[Tb] ≥ lim
a→−∞

(b − x) · (x − a) = ∞,

i.e., Tb is not integrable! These and some other related passage times are important examples of
random variables with a heavy-tailed distribution and infinite first moment.

(iv) Distribution of passage times.
We now compute the distribution of the first passage time Tb explicitly in the case x = 0 and
b = 1. Hence let T = T1. As shown above, the process

Mλ
n := eλXn/(cosh λ)n, n ≥ 0,

is a martingale for each λ ∈ R. Now suppose λ > 0. By the Optional Stopping Theorem,

1 = E[Mλ
0 ] = E[Mλ

T∧n
] = E[eλXT∧n/(cosh λ)T∧n] (A.7)

for any n ∈ N. As n → ∞, the integrands on the right hand side converge to eλ(cosh λ)−T ·
I{T<∞}. Moreover, they are uniformly bounded by eλ, since XT∧n ≤ 1 for any n. Hence by the
Dominated Convergence Theorem, the expectation on the right hand side of (A.7) converges to
E[eλ/(cosh λ)T ; T < ∞], and we obtain the identity

E[(cosh λ)−T ; T < ∞] = e−λ for any λ > 0. (A.8)

Taking the limit as λ ↘ 0, we see that P[T < ∞] = 1. Taking this into account, and substituting
s = 1/cosh λ in (A.8), we can now compute the generating function of T explicitly:

E[sT ] = e−λ = (1 −
√

1 − s2)/s for any s ∈ (0,1). (A.9)

Developing both sides into a power series finally yields

∞∑
n=0

sn · P[T = n] =
∞∑

m=1
(−1)m+1

(
1/2
m

)
s2m−1.

Therefore, the distribution of the first passage time of 1 is given by P[T = 2m] = 0 and

P[T = 2m − 1] = (−1)m+1
(
1/2
m

)
= (−1)m+1 ·

1
2
·

(
−

1
2

)
· · ·

(
1
2
− m + 1

)
/m!

for any m ≥ 1.

Optional Stopping Theorems

Stopping times occurring in applications are typically not bounded, see the example above. Therefore, we
need more general conditions guaranteeing that (A.4) holds nevertheless. A first general criterion is obtained
by applying the Dominated Convergence Theorem:

Theorem A.13 (Optional Stopping Theorem, Version 2). Suppose that (Mn) is a martingale w.r.t. (Fn),
T is an (Fn)-stopping time with P[T < ∞] = 1, and there exists a random variable Y ∈ L1(Ω,A,P) such
that

|MT∧n | ≤ Y P-almost surely for any n ∈ N.

Then
E[MT ] = E[M0].
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Proof. Since P[T < ∞] = 1, we have

MT = lim
n→∞

MT∧n P-almost surely.

By Theorem A.12, E[M0] = E[MT∧n], and by the Dominated Convergence Theorem,
E[MT∧n] −→ E[MT ] as n→∞. �

Remark (Weakening the assumptions). Instead of the existence of an integrable random variable Y dom-
inating the random variables MT∧n, n ∈ N, it is enough to assume that these random variables are uniformly
integrable, i.e.,

sup
n∈N

E
[
|MT∧n | ; |MT∧n | ≥ c

]
→ 0 as c→∞.

For non-negative supermartingales, we can apply Fatou’s Lemma instead of the Dominated Convergence
Theorem to pass to the limit as n → ∞ in the Stopping Theorem. The advantage is that no integrability
assumption is required. Of course, the price to pay is that we only obtain an inequality:

Theorem A.14 (Optional Stopping Theorem, Version 3). If (Mn) is a non-negative supermartingale
w.r.t. (Fn), then

E[M0] ≥ E[MT ; T < ∞]

holds for any (Fn) stopping time T .

Proof. Since MT = lim
n→∞

MT∧n on {T < ∞}, and MT ≥ 0, Theorem A.12 combined with Fatou’s Lemma
implies

E[M0] ≥ lim inf
n→∞

E[MT∧n] ≥ E
[
lim inf
n→∞

MT∧n

]
≥ E[MT ; T < ∞]. �

A.5. Almost sure convergence of supermartingales

The strength of martingale theory is partially due to powerful general convergence theorems that hold for
martingales, sub- and supermartingales. Let (Zn)n≥0 be a discrete-parameter supermartingale w.r.t. a
filtration (Fn)n≥0 on a probability space (Ω,A,P). The following theorem yields a stochastic counterpart to
the fact that any lower bounded decreasing sequence of reals converges to a finite limit:

Theorem A.15 (Supermartingale Convergence Theorem, Doob). If supn≥0 E[Z−n ] < ∞ then (Zn) con-
verges almost surely to an integrable random variable Z∞ ∈ L1(Ω,A,P). In particular, supermartingales
that are uniformly bounded from above converge almost surely to an integrable random variable.

Remark (L1 boundedness and L1 convergence).

(i) Although the limit is integrable, L1 convergence does not hold in general.

(ii) The condition sup E[Z−n ] < ∞ holds if and only if (Zn) is bounded in L1. Indeed, as E[Z+n ] < ∞ by
our definition of a supermartingale, we have

E[ |Zn | ] = E[Zn] + 2E[Z−n ] ≤ E[Z0] + 2E[Z−n ] for any n ≥ 0.
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For proving the Supermartingale Convergence Theorem, we introduce the numberU(a,b)(ω) of upcrossings
over an interval (a, b) by the sequence Zn(ω), cf. below for the exact definition.

b

a

1st upcrossing 2nd upcrossing

Note that ifU(a,b)(ω) is finite for any non-empty bounded interval (a, b) then lim sup Zn(ω) and lim inf Zn(ω)

coincide, i.e., the sequence (Zn(ω)) converges. Therefore, to show almost sure convergence of (Zn), we
derive an upper bound forU(a,b). We first prove this key estimate and then complete the proof of the theorem.

Doob’s upcrossing inequality

For n ∈ N and a, b ∈ R with a < b we define the number U(a,b)n of upcrossings over the interval (a, b) before
time n by

U(a,b)n = max
{
k ≥ 0 : ∃ 0 ≤ s1 < t1 < s2 < t2 . . . < sk < tk ≤ n : Zsi ≤ a, Zti ≥ b

}
.

Lemma A.16 (Doob). If (Zn) is a supermartingale then

(b − a) · E[U(a,b)n ] ≤ E[(Zn − a)−] for any a < b and n ≥ 0.

Proof. We may assume E[Z−n ] < ∞ since otherwise there is nothing to prove. The key idea is to set up
a predictable gambling strategy that increases our capital by (b − a) for each completed upcrossing. Since
the net gain with this strategy should again be a supermartingale this yields an upper bound for the average
number of upcrossings. Here is the strategy:

• Wait until Zk ≤ a.

• Then play unit stakes until Zk ≥ b.

The stake Ck in round k is

C1 =

{
1 if Z0 ≤ a,
0 otherwise,

and

Ck =

{
1 if (Ck−1 = 1 and Zk−1 ≤ b) or (Ck−1 = 0 and Zk−1 ≤ a),
0 otherwise.
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Clearly, (Ck) is a predictable, bounded and non-negative sequence of random variables. Moreover, Ck · (Zk −

Zk−1) is integrable for any k ≤ n, because Ck is bounded and

E
[
|Zk |

]
= 2E[Z+k ] − E[Zk] ≤ 2E[Z+k ] − E[Zn] ≤ 2E[Z+k ] − E[Z−n ]

for k ≤ n. Therefore, by Theorem A.11 and the remark below, the process

(C•Z)k =
k∑
i=1

Ci · (Zi − Zi−1), 0 ≤ k ≤ n,

is again a supermartingale.

Clearly, the value of the process C•Z increases by at least (b − a) units during each completed upcrossing.
Between upcrossing periods, the value of (C•Z)k is constant. Finally, if the final time n is contained in an
upcrossing period, then the process can decrease by at most (Zn − a)− units during that last period (since Zk

might decrease before the next upcrossing is completed). Therefore, we have

(C•Z)n ≥ (b − a) ·U(a,b)n − (Zn − a)−, i.e.,

(b − a) ·U(a,b)n ≤ (C•Z)n + (Zn − a)−.

Gain ≥ b− a Gain ≥ b− a Loss ≤ (Zn − a)−

Zn

Since C•Z is a supermartingale with initial value 0, we obtain the upper bound

(b − a)E[U(a,b)n ] ≤ E[(C•Z)n] + E[(Zn − a)−] ≤ E[(Zn − a)−]. �

Proof of Doob’s Convergence Theorem

We can now complete the proof of Theorem A.15.

Proof. Let
U(a,b) = sup

n∈N
U(a,b)n

denote the total number of upcrossings of the supermartingale (Zn) over an interval (a, b) with −∞ < a <

b < ∞. By the upcrossing inequality and monotone convergence,

E[U(a,b)] = lim
n→∞

E[U(a,b)n ] ≤
1

b − a
· sup
n∈N

E[(Zn − a)−]. (A.10)

Assuming sup E[Z−n ] < ∞, the right hand side of (A.10) is finite since (Zn − a)− ≤ |a| + Z−n . Therefore,

U(a,b) < ∞ P-almost surely,
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and hence the event
{lim inf Zn , lim sup Zn} =

⋃
a,b∈Q

a<b

{U(a,b) = ∞}

has probability zero. This proves almost sure convergence.

It remains to show that the almost sure limit Z∞ = lim Zn is an integrable random variable (in particular, it
is finite almost surely). This holds true as, by the remark below Theorem A.15, sup E[Z−n ] < ∞ implies that
(Zn) is bounded in L1, and therefore

E[ |Z∞ | ] = E[lim |Zn | ] ≤ lim inf E[ |Zn | ] < ∞

by Fatou’s lemma. �

Examples and first applications

We now consider a few prototypic applications of the almost sure convergence theorem:

Example (Sums of i.i.d. random variables). Consider a Random Walk

Sn =
n∑
i=1

ηi

on R with centered and bounded increments:

ηi i.i.d. with |ηi | ≤ c and E[ηi] = 0, c ∈ R.

Suppose that P[ηi , 0] > 0. Then there exists ε > 0 such that P[|ηi | ≥ ε] > 0. As the increments
are i.i.d., the event {|ηi | ≥ ε} occurs infinitely often with probability one. Therefore, almost surely the
martingale (Sn) does not converge as n→∞.

Now let a ∈ R. We consider the first hitting time

Ta = min{n ≥ 0 : Sn ≥ a}

of the interval [a,∞). By the Optional Stopping Theorem, the stopped RandomWalk (STa∧n)n≥0 is again
a martingale. Moreover, as Sk < a for any k < Ta and the increments are bounded by c, we obtain the
upper bound

STa∧n < a + c for any n ∈ N.

Therefore, the stopped Random Walk converges almost surely by the Supermartingale Convergence
Theorem. As (Sn) does not converge, we can conclude that P[Ta < ∞] = 1 for any a > 0, i.e.,

lim sup Sn = ∞ almost surely.

Since (Sn) is also a submartingale, we obtain

lim inf Sn = −∞ almost surely

by an analogue argument.

Remark (Almost sure vs. Lp convergence). In the last example, the stopped process does not converge in
Lp for any p ∈ [1,∞). In fact,

lim
n→∞

E[STa∧n] = E[STa ] ≥ a whereas E[S0] = 0.
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Example (Products of non-negative i.i.d. random variables). Consider a growth process

Zn =

n∏
i=1

Yi

with i.i.d. factors Yi ≥ 0 with finite expectation α ∈ (0,∞). Then

Mn = Zn/α
n

is a martingale. By the almost sure convergence theorem, a finite limit M∞ exists almost surely, because
Mn ≥ 0 for all n. For the almost sure asymptotics of (Zn), we distinguish three different cases:

(i) α < 1 (subcritical): In this case,

Zn = Mn · α
n

converges to 0 exponentially fast with probability one.

(ii) α = 1 (critical): Here (Zn) is a martingale and converges almost surely to a finite limit. If
P[Yi , 1] > 0 then there exists ε > 0 such that Yi ≥ 1 + ε infinitely often with probability one.
This is consistent with convergence of (Zn) only if the limit is zero. Hence, if (Zn) is not almost
surely constant, then also in the critical case Zn → 0 almost surely.

(iii) α > 1 (supercritical): In this case, on the set {M∞ > 0},

Zn = Mn · α
n ∼ M∞ · αn,

i.e., (Zn) grows exponentially fast. The asymptotics on the set {M∞ = 0} is not evident and
requires separate considerations depending on the model.

Althoughmost of the conclusions in the last example could have been obtainedwithoutmartingalemethods
(e.g. by taking logarithms), the martingale approach has the advantage of carrying over to far more general
model classes. These include for example branching processes or exponentials of continuous time processes.

Example (Boundary behaviour of harmonic functions). Let D ⊆ Rd be a bounded open domain, and
let h : D→ R be a harmonic function on D that is bounded from below:

∆h(x) = 0 for any x ∈ D, inf
x∈D

h(x) > −∞. (A.11)

To study the asymptotic behavior of h(x) as x approaches the boundary ∂D, we construct a Markov
chain (Xn) such that h(Xn) is a martingale: Let r : D→ (0,∞) be a continuous function such that

0 < r(x) < dist(x, ∂D) for any x ∈ D, (A.12)

and let (Xn) w.r.t Px denote the canonical time-homogeneous Markov chain with state space D, initial
value x, and transition probabilities

p(x, dy) = Uniform distribution on the sphere {y ∈ Rd : |y − x | = r(x)}.
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Rd Xt

By (A.12), the function h is integrable w.r.t. p(x, dy), and, by the mean value property,

(ph)(x) = h(x) for any x ∈ D.

Therefore, the process h(Xn) is a martingale w.r.t. Px for each x ∈ D. As h(Xn) is lower bounded by
(A.11), the limit as n → ∞ exists Px-almost surely by the Supermartingale Convergence Theorem. In
particular, since the coordinate functions x 7→ xi are also harmonic and lower bounded on D, the limit
X∞ = lim Xn exists Px-almost surely. Moreover, X∞ is in ∂D, because r is bounded from below by a
strictly positive constant on any compact subset of D.

Summarizing we have shown:

(i) Boundary regularity: If h is harmonic and bounded from below on D then the limit lim
n→∞

h(Xn)

exists along almost every trajectory Xn to the boundary ∂D.

(ii) Representation of h in terms of boundary values: If h is continuous on D, then h(Xn) → h(X∞)
Px-almost surely and hence

h(x) = lim
n→∞

Ex[h(Xn)] = E[h(X∞)],

i.e., the distribution of X∞ w.r.t. Px is the harmonic measure on ∂D.

Note that, in contrast to classical results from analysis, the first statement holds without any smoothness
condition on the boundary ∂D. Thus, although boundary values of h may not exist in the classical sense,
they still do exist along almost every trajectory of the Markov chain!
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B.1. Brownian Motion

Definition B.1 (Brownian motion).

(i) Let a ∈ R. A continous-time stochastic process Bt : Ω→ R, t ≥ 0, definend on a probability space
(Ω,A,P), is called a Brownian motion (starting in a) if and only if
a) B0(ω) = a for each ω ∈ Ω.

b) For any partition 0 ≤ t0 ≤ t1 ≤ · · · ≤ tn, the increments Bti+1 − Bti are indepedent random
variables with distribution

Bti+1 − Bti ∼ N(0, ti+1 − ti).

c) P-almost every sample path t 7→ Bt (ω) is continous.

d) An Rd-valued stochastic process Bt (ω) = (B
(1)
t (ω), . . . ,B

(d)
t (ω)) is called a multi-dimensional

Brownian motion if and only if the component processes (B(1)t ), . . . , (B
(d)
t ) are independent one-

dimensional Brownian motions.

Thus the increments of a d-dimensional Brownian motion are independent over disjoint time intervals and
have a multivariate normal distribution:

Bt − Bs ∼ N(0, (t − s) · Id) for any 0 ≤ s ≤ t .
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phase transition, 146
Pinsker’s inequality, 185
Poincaré inequality, 189
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