Institute for Applied Mathematics )
Winter term 2014/15 ) o
Andreas Eberle, Lisa Hartung universitatbonn

“Markov Processes”, Problem Sheet 9.

Hand in solutions before Friday 12.12., 2 pm
(post-box opposite to maths library)

1. (Infinitesimal characterization of stationary distributions) Consider a time-
homogeneous continuous time Markov chain X; = Yy, where (1V;) is a Poisson process with
constant intensity A > 0, and (Y},) is an independent Markov chain with transition matrix
7 on a finite state space S.

a) Show that the transition function is given by

pi(w,y) = Pu[Xy=y] = exp(tL) (v,y),

where £ = A — I) and exp(tL) is the matrix exponential. Hence conclude that
(pt)i>0 satisfies the forward and backward equation

d
ﬁpt = ptﬁ = ﬁpt fOI'tZ 0.

b) Prove that a probability measure p on S is a stationary distribution if and only if

Z,u(x) L(z,y) = 0  foranyyeS.

zeS

c) Show that the transition matrices are self-adjoint in L?(u), i.e.,
> f@) () (@) plz) =Y (pef)(@) glx) p(x)  forany t >0, fg:5 =R,
ze S ze S

if and only if the generator L satisfies the detailed balance condition w.r.t. . What
does this mean for the process 7

2. (Simple exclusion process) Let Z¢ = Z/(nZ)? denote a discrete d-dimensional
torus. The simple exclusion process on S = {0, I}Z% is the Markov process with generator

1
(Lf)(n) = 24 S Lywetaw=o - (F0™Y) = ),
z€Z% y:|ly—z|=1

where n™¥ is the configuration obtained from 7 by exchanging the values at x and y. Show
that any Bernoulli measure of type

Hp = ® Up vp(1) = p, 1p(0) =1—p,

1/



€ [0,1], is a stationary distribution. Why does this not contradict the fact that any
irreducible Markov process on a finite state space has a unique stationary distribution ?

(You may assume the statements of Exercise 1).

3. (Bounds for ergodic averages in the non-stationary case) Let (X,),cz, be a
Markov chain on (S, B) with transition kernel p and stationary distribution u, and let

b—l—n 1

Ab,n.f - Z .f

Assume that there are a distance d on S, 0 < o < 1 and ¢ € R, such that
(A1) Wi(vp,op) < aWi(v,v) Vv, v e P(S), and
(A2) Vary, . (f) < 62||f||%ip(d) Vzes, f:S5— R Lipschitz.

Prove that under these assumptions the following bounds hold for any b,n,k > 0, x € S,
and for any Lipschitz continuous function f: .S — R:

a) Var, [f(X,)] < YiZo a2 12,0

b) |Covs [£(X). f(Xuei)ll = |Cova [F(X0). 0 H)(X)]| < 12202 £ i
¢) Var, [Apnf] < 22111200

A) 1By [Apnf] = u(H)] < 225 [ d(w,y) pldy) [|f | ziptay

&) B, [[Aonf — (NP < Ly (6% + a2 ([ d(x,y) s(dy))?) /12,000

4. (Succesful couplings and TV-convergence to equilibrium) Consider a Markov
chain on (S, B) with transition kernel p and stationary distribution p. A coupling (X, Y;,)
of the chains with initial distributions v and p respectively is called succesful if the coupling
time

T = inf{n>0:X,=Y, forany n > T}

is almost surely finite. Show that a succesful coupling exists if and only if ||vp" — p||7y — 0
as n T oo.



