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1. (Wiener integral revisited). Let (B:);>o be a one-dimensional Brownian motion
on a probability space (£2,.4,P). In this exercise, we give an alternative definition of the
Wiener integral

I(g) = / " g(s)dB..

a) Suppose first that g : [0,00) — R is a step function, i.e.,

n—1

9(5) = Zai 1(ti7ti+1](s)

=0

forsomen e N, 0<ty<t; <...<t,, and ay,...a, € R. Then we define

n—1
[(g> = Zai ’ (Bt¢+1 - Bti) :
i=0
Show that g — I(g) is a linear isometry from the subspace of step functions in
L?(0,00) to L*(Q, A, P).
b) Use this isometry to define I(g) for any g € L*(0, 00).

c) Now suppose that g — W(g) is a white noise on [0,00). It has been shown in
the lecture, that there exists a Brownian motion (B;);>o such that for any ¢ > 0,
By = W ((0,t]) almost surely. Show that for this Brownian motion and g € L*(0, c0),

/ g(s)dBs = W(g) almost surely.
0

2. (Brownian bridge). Let (B;):>0 be a one-dimensional Brownian motion with By = 0
on a probability space (2, 4, P), and let

Xt - Bt—tB17 tE[O,l]

a) Show that (X}).cp0,1) is a centred Gaussian process and compute its covariance func-
tion C(s,t) = Cov(Xj, Xy).

b) Show that for 0 < ¢; < ... <, <1, the joint law of X, ,..., X, has density
f(@, . mn) = V2m o (21) 0t (T2 — 1) - Pty by (T — Tpm1) P14, (—T0)

where ¢; denotes the density of the normal distribution N(0, ).
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c) Explain why the law of (Xy,,..., X}, ) can be interpreted as the conditional law of
(Bty, ..., By,) given By = 0 (that is, (X¢)iep0,1) is a Brownian bridge from 0 to 0).

d) Verify that the two processes (X;)icpo1] and (Xi—¢)ecpo,] have the same distribution
on C([0,1],R) (that is, the law is invariant under time reversal).

3. (Brownian sheet). Suppose that g — W(g) is a white noise on [0,00) X [0, 00)
(endowed with Lebesgue measure).

a) Show that there exists a continuous two-parameter process (B;;)stc[0,00) Such that
for any s,t > 0,

B, = W ((0,s] x (0,t]) almost surely.

Verify that B is a centred two-parameter continuous Gaussian process with covariance

function
Cov (Bst, Buy) = min(s,u) - min(t,v) .

Such a process is called a Brownian sheet.
b) Show that for a fixed s, the process (Bs:):>o is a multiple of a Brownian motion.

c) Prove that for any a,b > 0, the rescaled process ﬁBQQ&th is again a Brownian sheet.



